Preface to the second edition

Since the first edition of ‘Surface penetrating radar’ was published in 1996 there has been an enormous increase in research work, in publications, in hardware developments, in equipment and in radar performance. The term ground penetrating radar (GPR) has now become the accepted terminology for the science and technology, so that it was considered more in line with current practice to title the book ‘Ground penetrating radar’ even though it is a direct descendant of the first edition of ‘Surface penetrating radar’.

Ground penetrating radar has now reached a level of maturity, but there are still more performance gains to be made. One aim of this new edition is to provide a snapshot of the enormous range of applications for GPR. The problem with snapshots is that they are fleeting and often incomplete. I hope those working in the field that have not been involved with this edition will understand that it is impossible to be encyclopaedic and that there should be sufficient references and guides to sources of information to cover any omissions.

The first edition received a very encouraging response and I am particularly grateful for the interest of a number of contributors. The late Professor James Wait very kindly suggested changes to the original material in the early chapters, which improved the clarity of the presentation. I am also very grateful to Dr S. Evans from the University of Cambridge and to Dr Yi Huang from the University of Liverpool, who drew my attention to inconsistencies in the text.

The main aim of the second edition is to incorporate the advances in understanding and developments in techniques that have taken place since the first edition was written. The use of radar for the detection of buried objects is growing, and better understanding of the physics as well as improved technology has much enhanced the technology. GPR is now an established branch of radar technology. There is, however, much to be done in terms of improved signal processing and analysis and I hope that this flavour has permeated the second edition.

The second edition describes the key elements of the subject of surface-penetrating radar, and in general terms the inter-relationship between those topics in electromagnetism, soil science, geophysics and signal processing which form a critical part of the design of a surface-penetrating radar system. The objective in writing this book is to bring together in one volume all the core information on a technique which spans
a wide range of disciplines. While much of this is available in a range of different publications, it is dispersed and therefore less accessible by virtue of the disparate nature of many of the sources.

A further aim of the second edition is to provide an introduction for the newcomer to the field, as well as a useful source of further reading, information and references for the current practitioner and to bring the reader more current information.

By necessity, this book provides a snapshot of the field of ground penetrating radar and it is to be expected that further developments in hardware and signal processing techniques will incrementally improve the performance and extent of applications. If this book helps the newcomer to assess the potential of the technique correctly and apply it effectively, its purpose will be well served.

Several examples may illustrate the reason for the previous comment. A decade or more ago a suggestion was made that a particular ground-probing radar and its operator could detect targets the size of golf balls at a depth of 8 m. Clearly the wavelengths capable of propagating to 8 m would be so much larger than a golf ball sized target that the radar cross-sectional area of the latter would fade into insignificance, even noise. The persuasiveness of the claimant and the lack of understanding of basic physics on the part of the potential users enabled this kind of claim to be seriously proposed. Unfortunately, such claims are still being made and there are still enough gullible people who are being dazzled by the prospects. Recently, claims were made in the US that a ground penetrating radar had been developed 'that can provide threedimensional images of objects up to 45.7 m below the surface of land and sea. Such a device would allow verifiers to identify underground weapons facilities, like those of concern in Libya, Iraq and North Korea. The underwater detection capability could also be used to verify treaties dealing with submarines and nuclear weapons positioned on the seabed'. How well GPR would propagate through sea water is an interesting question given the known attenuation of sea water at radar frequencies. A careful analysis of some of the claims about the same radar was published by Tuley (2002). It is, however, concerning that such claims are still being made when it is clear that the basic physics has been well understood for decades.

Therefore a secondary objective in preparing this volume has been to provide a source of information which will allow potential users to assess the merits of claims, sound or otherwise. GPR is, like all other engineering techniques, firmly based on physical principles, which must be understood if the technique is to be properly applied. In reality a metre of wet clay or salt water is still largely opaque, even to the latest radar hardware, however well provisioned with arrays of microprocessors, artificial intelligence and neural networks.

It is hoped that the second edition may provide useful material for the expert or advanced practitioner in the discipline as many of the new contributions are by leaders in the field. The treatment of the subject is generally at that of first year undergraduate level, although some chapters may require a deeper knowledge of antenna and EM wave theory. The aim has been to provide a treatment which is readily accessible.

Because colour is expensive to produce, the second edition has line drawings and greyscale illustrations and is a hardback edition. However, additional material and colour images as well as audio visual (AV) files are contained on the
accompanying CD. The following software is needed to access the CD: Microsoft™
Word 2000, Microsoft™ Powerpoint 2000 and Media Player™ for the MPEG and
video clips and Paint Shop Pro™. There is also an evaluation copy of MathCad™
to run the MathCad simulations, although both the signal and image processing
toolboxes are needed for some worksheets.

After an introduction in Chapter 1 to set the scene, the general system consid-
erations are discussed in Chapter 2. Chapter 3 considers some aspects of modelling,
which is now a key means of evaluating both capability and data. Chapter 4 provides
an introduction to the dielectric properties of earth materials and includes a consider-
ation of the suitability of soils. The characteristics of antennas suitable for use in SPR
systems are described in Chapter 5, and this is followed in Chapter 6 by a description
of the various modulation techniques. Chapter 7 reviews the variety of signal process-
ing options currently available. Indications are given of the range of options available
and descriptions of how various workers have approached their design and imple-
mentation for a given application. The applications of the technology are reviewed
in Chapter 8 (Archaeology), Chapter 9 (Civil engineering), Chapter 10 (Forensic
applications), Chapter 11 (Geophysical applications), Chapter 12 (Mine detection),
Chapter 13 (Utilities) and Chapter 14 (Remote sensing). Chapter 15 briefly considers
the selection of equipment but, unlike the first edition, directs the reader to the web-
sites of the companies concerned. Chapter 16 considers the licensing, radiological
and EMC aspects of GPR and Chapter 17 details additional bibliographic material.
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Chapter 1

Introduction

1.1 Introduction

The possibility of detecting buried objects remotely has fascinated mankind over centuries. A single technique which could render the ground and its contents clearly visible is potentially so attractive that considerable scientific and engineering effort has gone into devising suitable methods of exploration.

As yet, no single method has been found to provide a complete answer, but seismic, electrical resistivity, induced polarisation, gravity surveying, magnetic surveying, nucleonic, radiometric, thermographic and electromagnetic methods have all proved useful. Ground penetrating, probing or surface-penetrating radar has been found to be a specially attractive option. The subject has a special appeal for practising engineers and scientists in that it embraces a range of specialisations such as electromagnetic wave propagation in lossy media, ultra wideband antenna technology and radar systems design, discriminant waveform signal processing and image processing. Most ground penetrating radars are a particular realisation of ultra-wideband impulse radar technology. Skolnik [1] considers that ‘the technology of impulse radar creates an exciting challenge to the innovative engineer’ and ground probing radar to have been a successful commercial venture although on a smaller scale than conventional radar applications.

The terms ‘ground penetrating radar (GPR)’, ‘ground-probing radar’, ‘sub-surface radar’ or ‘surface-penetrating radar (SPR)’ refer to a range of electromagnetic techniques designed primarily for the location of objects or interfaces buried beneath the earth’s surface or located within a visually opaque structure. The term ‘surface-penetrating’ is preferred by the author as it describes most accurately the application of the method to the majority of situations including buildings, bridges, etc. as well as probing through the ground. However, the description ‘ground penetrating radar’ will be used to describe the technique as it has become almost universally accepted. The technology of GPR is largely applications-oriented and the overall design philosophy, as well as the hardware, is usually dependent on the target type and the material
of the target and its surroundings. The range of applications for GPR methods is wide and the sophistication of signal recovery techniques, hardware designs and operating practices is increasing as the technology matures.

More recent developments include airborne and satellite surveying as well as high-speed survey from vehicle mounted radars. There has been an enormous growth in research into GPR and it has not been possible to cover all the groups working in the field in this edition. Those working in the area will be able to use the publications of the IEE, IEEE, SPIE, the GPR conferences and workshops, Geophysics and other sources to ensure that they are fully up to date with the field. These are listed at the end of this chapter. This second edition represents a snapshot of technology, practice and future developments in the field at the time of publication but it is not exhaustive.

The first edition of the book was intended as an introduction to the subject. Most of the basic material has been retained and is aimed at the growing number of potential users who wish to gain an introductory understanding of the method at a level appropriate to the first year of undergraduate studies. It is assumed that, whatever the reader's background, be it in geophysics, civil engineering or archaeology, he or she has a basic understanding of physics and geophysics and understands that radar is an active measurement technique which allows the ranging and detection of targets. Although each chapter has been written in the form of a self-contained section relevant to its particular topic, the overall aim of the author has been to create a sufficiently wide-ranging treatment that will enable interested readers to investigate areas of particular interest in greater depth. To assist the reader, a list of suitable references is provided at the end of each chapter. The second edition develops some of the areas in more depth and hopefully will be found useful for those developing particular specialities.

Following early laboratory developments in the late 1960s and 1970s in both the US and UK commercial equipment has become more freely available and the GSSI Impulse Radar has become the most widely used commercial system. More recently, alternative equipment using various modulation techniques has become available and the market is expanding. However, the impulse radar has been the most successful design to date and probably accounts for 95% of the units in operation in the field.

The general structure of this volume is based on an earlier paper which was published in a special edition of the IEE Proceedings Part F [2] by Daniels et al. (1988), which served as an introduction to GPR techniques. This still serves well as a primer and the introduction is still relevant and is quoted below.

GPR in the hands of an expert provides a safe and noninvasive method of conducting speculative searches without the need for unnecessary disruption and excavation. GPR has significantly improved the efficiency of the exploratory work that is fundamental to the construction and civil engineering industries, the police and forensic sectors, security/intelligence forces and archaeological surveys.

1.2 History

The first use of electromagnetic signals to determine the presence of remote terrestrial metal objects is generally attributed to Hülsmeyer in 1904, but the first description
of their use for location of buried objects appeared six years later in a German patent by Leimbach and Löwy. Their technique consisted of burying dipole antennas in an array of vertical boreholes and comparing the magnitude of signals received when successive pairs were used to transmit and receive. In this way, a crude image could be formed of any region within the array which, through its higher conductivity than the surrounding medium, preferentially absorbed the radiation. These authors described an alternative technique, which used separate, surface-mounted antennas to detect the reflection from a sub-surface interface due to ground water or to an ore deposit. An extension of the technique led to an indication of the depth of a buried interface, through an examination of the interference between the reflected wave and that which leaked directly between the antennas over the ground surface. The main features of this work, namely CW operation, use of shielding or diffraction effects due to underground features, and the reliance on conductivity variations to produce scattering, were present in a number of other patent disclosures, including some intended for totally submerged applications in mines. The work of Hülsenbeck [3] in 1926 appears to be the first use of pulsed techniques to determine the structure of buried features. He noted that any dielectric variation, not necessarily involving conductivity, would also produce reflections and that the technique, through the easier realisation of directional sources, had advantages over seismic methods.

Pulsed techniques were developed from the 1930s onwards as a means of probing to considerable depths in ice [4, 5], fresh water, salt deposits [6], desert sand and rock formations [7, 8]. Probing of rock and coal was also investigated by Cook [9, 10], and Roe and Ellerbruch [11], although the higher attenuation in the latter material meant that depths greater than a few metres were impractical. A more extended account of the history of GPR and its growth up to the mid 1970s is given by Nilsson [12].

Renewed interest in the subject was generated in the early 1970s when lunar investigations and landings were in progress. For these applications, one of the advantages of ground penetrating radar over seismic techniques was exploited, namely the ability to use remote, noncontacting transducers of the radiated energy, rather than the ground contacting types needed for seismic investigations. Remote transducers are possible because the dielectric impedance ratio between free space and soil materials, typically from 2 to 4, is very much less than the corresponding ratio for acoustic impedances, by a factor which is typically of the order of 100.

From the 1970s until the present day, the range of applications has been expanding steadily, and now includes building and structural nondestructive testing, archaeology, road and tunnel quality assessment, location of voids and containers, tunnels and mineshafts, pipe and cable detection, as well as remote sensing by satellite. Purpose-built equipment for each of these applications is being developed and the user now has a better choice of equipment and techniques.

1.3 Applications

Recent progress has been one of continuing technical advance largely applications-driven, but as the requirements have become more demanding, so the equipment, techniques and data processing methods have been developed and refined.
GPR has been used in the following applications:

- archaeological investigations
- borehole inspection
- bridge deck analysis
- building condition assessment
- contaminated land investigation
- detection of buried mines (anti-personnel and anti-tank)
- evaluation of reinforced concrete
- forensic investigations
- geophysical investigations
- medical imaging
- pipes and cable detection
- planetary exploration
- rail track and bed inspection
- remote sensing from aircraft and satellites
- road condition survey
- security applications
- snow, ice and glacier
- timber condition
- tunnel linings
- wall condition

GPR has been very successfully used in forensic investigations. The most notorious cases occurred in the United Kingdom in 1994, when the grave sites, under concrete and in the house of Fred West, of the victims of the serial murderer were pinpointed. In Belgium, the grave sites of the victims of the paedophile, Dutroux, were detected in 1996. Both these investigations were carried out using GPR developed by ERA Technology and the ERA team.

Archaeological applications of GPR have been varied, ranging from attempts to detect the Ark to the exploration of Egyptian and North American Indian sites as well as castles and monasteries in Europe. The quality of the radar image can be exceptionally good, although correct understanding normally requires joint interpretation by the archaeologists and radar specialists.

Abandoned anti-personnel land mines and unexploded ordnance are a major hindrance to the recovery of many countries from war. Their effect on the civilian population is disastrous, and major efforts are being made by the international community to clear the problem. Most detection is done with metal detectors, which respond to the large amount of metallic debris in abandoned battlefield areas and hence have difficulty in detecting the minimum metal or plastic mine. GPR technology is being applied to this problem as a means of reducing the false alarm rate and providing improved detection of low metal content mines.

GPR has been used for surveying many different types of geological strata ranging from exploration of the Arctic and Antarctic icecaps and the permafrost regions of North America, to mapping of granite, limestone, marble and other hard rocks as well as geophysical strata.
The thickness of the various layers of a road can be measured using radar techniques. The great advantage is that this method is nondestructive and high speed (>40 km/h) and can be applied dynamically to achieve a continuous profile or rolling map. The accuracy of calibration tends to decrease as a function of depth because of the attenuation characteristics of the ground. The accuracy may be quite high (i.e. a few millimetres) for the surface wearing course but will degrade to centimetres at depths of one metre.

While most GPR systems are used in close proximity to the ground, airborne systems have been able to map ice formations, glaciers, and penetrate through forest canopy. Airborne GPR, processed using synthetic aperture techniques, has been used to detect buried metallic mines from a height of several hundred metres in SAR (synthetic aperture radar) mode. In addition the SIR-C satellite SAR radar has imaged buried artefacts in desert conditions, and the JPL website http://southport.jpl.nasa.gov/sir-c/ is an important source of radar imagery.

The main operational advantages of the technique can be described as follows. The antennas of a GPR do not need to be in contact with the surface of the earth, thereby allowing rapid surveying. Antennas may be designed to have adequate properties of bandwidth and beam shape, although optimum performance, especially where a small antenna-to-ground surface spacing is involved, will usually be obtained only by taking into account details of the geometry and the nature of the ground. Signal sources are available which can produce sub-nanosecond impulses or alternatively which can be programmed to produce a wide range of modulation types.

In general, any dielectric discontinuity is detected. Targets can be classified according to their geometry: planar interfaces; long, thin objects; localised spherical or cuboidal objects. The radar system can be designed to detect a given target type preferentially and is potentially capable of producing an image of the target in three dimensions, although little work has been done on this aspect of image presentation.

The signal attenuation at the desired operating frequency is the main factor to be considered when assessing the usefulness of radar probing in a given material. As a rule, material that has a high value of low-frequency conductivity will have a large signal attenuation. Thus gravel, sand, dry rock and fresh water are relatively easy to probe using radar methods, while salt water, clay soils and conductive ores or minerals are less so, but a reduction in the transmitted frequency means that even these materials can be adequately investigated, though at the expense of a reduced resolution between targets. GPR will work successfully in fresh water so that water content is not a complete guide to achievable penetration range.

GPR relies for its operational effectiveness on successfully meeting the following requirements:

(a) efficient coupling of electromagnetic radiation into the ground;
(b) adequate penetration of the radiation through the ground having regard to target depth;
The essence of the technique is no different from that of conventional, free-space radar, but of the factors that affect the design and operation of any radar system the four requirements indicated earlier take on an additional significance in ground penetrating radar work. Specifically, propagation loss, clutter characteristics and target characteristics are distinctly different.

The radar technique is usually employed to detect backscattered radiation from a target. Forward scattering can also yield target information, although for sub-surface work at least one antenna would need to be buried, and an imaging transform would need to be applied to the measured data.

The designer of radar for ground-penetrating applications has two problems, not necessarily encountered by the designer of a conventional radar: designing to a limited budget and overcoming difficult signal recovery problems primarily associated with signal to clutter ratio. As the cost of processing falls, the designer can consider signal processing strategies previously thought uneconomic, and this will be likely to have a significant effect on system design and hence commercial viability.

For example, in early radars for ground-penetrating applications, it was considered necessary to employ wideband antennas with linear phase response, because of the resultant difficulties in deconvolving the antenna response. However, it is now possible to correct for nonlinear phase characteristics, if desired, at a reasonable cost by using appropriate signal processing techniques implemented in software.

GPR is vulnerable to extremely high levels of clutter at short ranges, and this rather than signal/noise recovery is its major technical handicap. The system to be specified should take this into account. Some basic guidelines can be suggested for the user of radar for ground probing applications.

It is important to define clearly the target parameters. There is a considerable difference between the target response from a buried pipe, a buried mine, a void or a planar interface. This has a major impact on antenna design, polarisation state and signal processing strategy and should be exploited.

The resolution and depth requirement needed should be clearly identified. This in turn sets the frequency and bandwidth of operation, which then influence the choice of modulation technique and hence the hardware design. The costs of over-specification can be considerable and the physics of propagation should be kept in mind.

The transmission loss characteristics will affect the selection of a system. It is unlikely that synthetic aperture or holographic schemes will work well in high-loss materials.

The display requirements can have a major impact on equipment costs. This has a fundamental bearing on the type of signal processing required. Image presentation obviously needs different signal processing from that required for target identification and classification. Signal processing must take account of the needs of the user and as
much as possible of the interpretation process should be done automatically, if GPR
techniques are to gain widespread acceptance for routine use in, say, pipe and cable
location. Recent developments have shown that it is possible to use a simple audio
output for the man–machine interface, and this is discussed in Chapter 12.

The operational requirements are such that physical decoupling of the antenna
from the surface should only be carried out where strictly necessary. This is not
simply for reasons of power transfer but also for reduction of clutter and efficiency
of transfer.

Some of the ancillary requirements of an operational ground penetrating radar
system need more consideration. There is a need for an accurate, small-scale, low-
cost position referencing system for use with radar for ground-penetrating survey
techniques. For utilities it will be most important that data can be related to a true
geographic reference, particularly when filed on digital mapping systems and used to
define areas of safe working. It will be necessary to provide some means of scanning
the antenna. Obviously a basic approach is the hand-held device but this places
severe limitations on the signal processing strategies. Alternatives are robotic arms
and miniature tracked vehicles; the former may limit the area of search but may be
cheaper for surveying road and pavement areas, while the latter may be the most
flexible, but will require accurate position referencing.

If the radar is to provide its operator with an image of targets under the ground
surface, then online processing will be needed. With the projected developments in
advanced microprocessors it is likely that significant amounts of online processing
will soon become economically feasible.

1.4 Development

The key future development area will be signal processing and image recognition
methods, and this requires development of core strategies generally based on decon-
volution techniques. The future of GPR is considered to be based on short range
geophysical exploration and nondestructive investigation. For short range geophysi-
ical exploration ground penetrating radar has already achieved some significant results.
It is, however, in the area of nondestructive investigation of structures such as tunnels,
roads, buildings and other examples of physical infrastructure of modern civilisation
that GPR has an increasingly important role to play.

Potential customers could be energy and communications utilities, mineral
resource exploration organisations, civil engineering organisations, nondestructive
testing companies, military and security organisations, architects, archaeologists and
scientific research establishments. Many of these organisations only wish to purchase
surface-penetrating radars provided the price is within reasonable limits, and they may
prefer to hire the services of a specialist surveying organisation or alternatively hire
equipment. It is likely that the commercial definition of a reasonable price for either
commercial equipment, hire or service, will be different from the military definition
of a reasonable price for a radar.
In addition, the experience of many of those commercial organisations in relation to electronic equipment is of mainstream suppliers of conventional equipment. Suppliers of production quantities achieve economies of scale which are unlikely to apply in the case of a radar for ground-penetrating applications.

The designer of surface-penetrating radars must therefore take into account the type of markets which exist at present. However, the success of the current commercial radars is encouraging and suggests that evolutionary design processes could widen the market.

One possible design strategy for GPR could be seen as the development of a modular system. With this approach, frequency range, and hence antenna type, can be modified simply, and signal processing can be selected by choice of target and display format. This would allow economy in development and of production and result in a more commercially attractive product.

The potential cannot be overlooked of increasingly powerful microprocessors available at low cost, capable of carrying out sophisticated signal processing and then displaying the results so that interpretation by an expert is less important. This potential should provide the technology necessary for radar for ground-penetrating applications to gain wide acceptance as a valuable investigative tool capable of being used by the nonspecialist. However, the pattern recognition capability of the human brain is still unequalled and may remain so for many decades.

GPR is one of a very few methods available which allows the inspection of objects or geological features which lie beneath an optically opaque surface. Much funding to date has come from industries in the civil sector with a direct interest in the information that can be derived from ground penetrating radar exploration: the utilities (gas, electricity, water, telecommunications), oil and gas exploration companies, geophysical survey groups. The total expenditure is still small when compared with the investment, largely from military sources, in free space radar developments. However, it is generally considered that GPR has been a successful commercial venture even if its market sector value is not as large as some of the radar applications.

With improvements in the performance of ground penetrating radar systems will come wider commercial acceptance. The challenge for the designer is to speed up the rate of development. Ground penetrating radar technology will become more firmly established as its benefits are perceived and realised by users distinctly different from those of conventional free-space radar technology.

Spectrum usage is becoming ever more contested and hence licensing is becoming a key issue. The FCC and ETSI are in the process of regulating the use of the radio frequency spectrum in a way which will challenge the manufacturers and users of GPR. The reality is that GPR has caused no interference problems and much of the pressure by other users is based on unwarranted nervousness. However, new developments in noise radar and pseudo-random coded waveforms promise to further reduce the potential for interference to other spectrum users. This is discussed in Chapter 6.

Although GPR has achieved some spectacular successes, it would be unrealistic to leave the impression that GPR is the complete solution to the users’ perceived
problem (whatever that may be). A GPR will detect, within the limits of the physics of propagation, all changes in electrical impedance in the material under investigation. Some of these changes will be associated with wanted targets, while others may not be. The radar has, in general, no way of discriminating, and much of the skill of the successful user currently comes from forming a conclusion from both the radar image and site intelligence. The more successful operators routinely exercise this discipline and procedure.

The potential user should therefore understand both the capabilities and limitations of the method. This book will have achieved that objective if the user employs radar in the right place at the right time in parallel with other geophysical exploration methods.

1.5 Further information sources

Further useful information can be gained from a variety of sources, and a list is given below of useful websites and institutions. A list of publications and sources is included in each Chapter.

1.5.1 Individual websites

Some of these websites are solely GPR, while others contain useful material related to GPR:
- Prof. Gary Olhoeft’s website on http://www.g-p-r.com/
- ARIS website at http://demining.jrc.it/aris/
- DeTeC website at http://diwww.epfl.ch/lami/detec/detec.html
- Eudem website at http://www.eudem.vub.ac.be/

1.5.2 GPR conferences

GPR 2000 – Gold Coast, Australia, 8th International Conference on Ground Penetrating Radar. David Noon, University of Queensland, email: noon@cssip.uq.edu.au
GPR ’98 – Lawrence, Kansas, USA, 7th International Conference on Ground Penetrating Radar. Dr. Richard Plumb, University of Kansas, email: rplumb@binghamton.edu
GPR ’96 – Sendai, Japan, 6th International Conference on Ground Penetrating Radar. Prof. Motoyuki Sato, Tohoku University, email: sato@cneas.tohoku.ac.jp
GPR ’94 – Kitchener, Ontario, Canada, 5th International Conference on Ground Penetrating Radar. David Redman, Sensors & Software, email: dr@sensoft.ca
GPR ’92 – Rovaniemi, Finland, 4th International Conference on Ground Penetrating Radar. Pauli Hanninen, Geological Survey of Finland
GPR ’90 – Lakewood, Colorado, USA, 3rd International Conference on Ground Penetrating Radar. Prof. Gary Olhoeft, Colorado School of Mines, email: golhoeft@mines.edu
1988 – Gainesville, Florida, USA, 2nd International Symposium on Geotechnical Applications of Ground Penetrating Radar. Mary Collins, University of Florida, email: mec@gnv.ifas.ufl.edu
1986 – Tifton, Georgia, USA, 1st International Conference on Geotechnical Applications of Ground Penetrating Radar

1.5.3 International workshops on advanced GPR
IWAGPR Delft 01 – 1st International Workshop on Advanced Ground Penetrating Radar (International Workshop) published in ‘Subsurface sensing technologies and applications’ (Kluwer, June 2001)

1.5.4 Institution of Electrical Engineers (UK)
See also Radar 2002
http://www.iee.org/Publish/Digests/conf2002.cfm
See IEE Proceedings, Radar, Sonar and Navigation
Web link http://ioj.iee.org.uk/journals/ip-rsn
See Edinburgh MD96 – Detection of abandoned landmines (Main Past Conference)
Web link: http://www.iee.org/Publish/Digests/conf1996.cfm
See Edinburgh MD98 – Second International Conference on the Detection of Abandoned Land Mines (Main Past Conference)
Web link: http://www.iee.org/Publish/Digests/conf1998.cfm

1.5.5 Institute of Electrical and Electronics Engineers (USA)
Proceedings – particularly the Societies for:
Antennas and Propagation
http://www.ieeeaps.org/
Aerospace and Electronic Systems
http://ewh.ieee.org/soc/aes/
For Radar conferences see also
http://www.ewh.ieee.org/soc/aes/Conferences.html
Geoscience and Remote Sensing
http://www.ewh.ieee.org/soc/grss/
Microwave Theory and Transactions
http://www.mtt.org/

1.5.6 SPIE (International Society for Optical Engineering) conferences
http://spie.org/app/conferences/index.cfm?fuseaction=archive&year=2002
1.5.7 Geophysics
http://www.geo-online.org/

1.5.8 Sub-surface sensing technologies and applications
http://www.kluweronline.com/issn/1566-0184

1.6 References

Chapter 2
System design

2.1 Introduction

GPR has an enormously wide range of applications, ranging from planetary exploration to the detection of buried mines. The selection of a range of frequency operations, a particular modulation scheme, and the type of antenna and its polarisation depends on a number of factors, including the size and shape of the target, the transmission properties of the intervening medium, and the operational requirements defined by the economics of the survey operation, as well as the characteristics of the surface. The specification of a particular type of system can be prepared by examining the various factors which influence detectivity and resolution.

To operate successfully, ground penetrating radar must achieve:

(a) an adequate signal to clutter ratio
(b) an adequate signal to noise ratio
(c) an adequate spatial resolution of the target
(d) an adequate depth resolution of the target.

Most GPR systems detect the backscattered signal from the target, although forward transmission methods are used in borehole tomographic radar imaging.

This Chapter considers the principal factors affecting the design of a GPR in order to illustrate those factors which need to be considered. The aim is to illustrate the technical options available to the operator or designer. This is not a rigorous treatment of radar system analysis but does enable an order of magnitude estimate of the various loss components to be assessed. Many radar systems generate a fast rise time impulsive voltage, so the signal level is best considered from the point of view of voltages across particular nodes in the network. A consideration of this approach is given at the end of this section, and an expression suitable for evaluation using MathCAD™ is included, together with a series of modelled results for particular values.

A block diagram of a generic radar system is shown in Figure 2.1. The source of energy can be an amplitude, frequency or phase modulated waveform or noise signal, and the selection of the bandwidth, repetition rate and mean power will depend upon
the path loss and target dimensions. The transmit and receive antennas will usually be identical and will be selected to meet the characteristics of the generated waveform. The receiver must be suitable for the type of modulation and down-conversion and possess an adequate dynamic range for the path losses that will be encountered. The various design options are shown in Figure 2.2, and will be discussed in Section 2.7 as well as in subsequent chapters.

An initial estimate of the range performance of the radar can be gained by considering the following factors: path loss, target reflectivity, clutter and system dynamic range. The spatial resolution of the radar can be determined by considering the depth and plan resolution separately.

The majority of GPR systems use an impulse time domain waveform and receive the reflected signal in a sampling receiver. However, more use has been made of FMCW and stepped frequency radar modulation schemes in recent years and, as the cost of the components decreases, it may be expected that more of these systems will be used, as their dynamic range can be designed to be greater than the time domain radar.

2.2 Range

2.2.1 Introduction

The range of a GPR is primarily governed by the total path loss, and the three main contributions to this are the material loss, the spreading loss and the target reflection loss or scattering loss.
An example of a simplified general method of estimation is given in this section. It should be noted that this contains many simplifying assumptions, which later chapters will discuss in more detail. The main assumption relates to the spreading loss. In conventional free-space radar the target is in the far field of the antenna and spreading loss is proportional to the inverse fourth power of distance provided that the target is a point source. In many situations relating to ground penetrating radar the target is in the near field and Fresnel zone and the relationship is no longer valid. However, for this example an $R^{-4}$ spreading loss will be assumed, even though for a planar interface this is not valid and a correction is included.

The signal that is detected by the receiver undergoes various losses in its propagation path from the transmitter to the receiver (see Figure 2.3). The total path loss for a particular distance is given by

$$L_T = L_e + L_m + L_{t1} + L_{t2} + L_s + L_a + L_{sc}$$  \hspace{1cm} (2.1)
where:

\[ L_e = \text{antenna efficiency loss in dB} \]
\[ L_m = \text{antenna mismatch losses in dB} \]
\[ L_{t1} = \text{transmission loss from air to material in dB} \]
\[ L_{r2} = \text{retransmission loss from material to air in dB} \]
\[ L_s = \text{antenna spreading losses in dB} \]
\[ L_a = \text{attenuation loss of material in dB} \]
\[ L_{sc} = \text{target scattering loss in dB} \]
At a fixed frequency of, say, 100 MHz these losses may be estimated. In general, for accurate prediction, this calculation needs to be made over a wide band of frequencies, but for this example a single frequency is assumed. The radar to be considered is an impulse radar using planar loaded dipole antennas operated on the ground surface and the target is a planar interface at a depth of 1.0 m from the front surface of the material as shown in Figure 2.4. For this example, the lateral dimensions of the planar interface can be considered to be infinitely large. The example will assume that for the first layer of soil \( \varepsilon_r = 9 \) and \( \tan \delta = 0.1 \) while for the second layer of soil \( \varepsilon_r = 16 \) and \( \tan \delta = 0.5 \). This gives the modulus of impedance of the first layer as 125 \( \Omega \) and the second as 89 \( \Omega \) at a frequency of 100 MHz.

### 2.2.2 Antenna loss

The antenna efficiency is a measure of the power available for radiation as a proportion of the power applied to the antenna terminals. In the case of resistively loaded antennas the efficiency is not high and is the result of the need for wideband operation. It would be expected that over an octave bandwidth the efficiency of a loaded antenna would be 4 dB lower than that of an unloaded antenna, which might have a loss of 2 dB. For other types of antenna, i.e. the short axial horn, TEM horn, etc., the antenna efficiency is higher and lower losses can be expected.

In the example under consideration it is assumed that \( L_e = -2 \) dB per antenna, i.e. \(-4 \) dB for a pair of loaded dipole antennas.

### 2.2.3 Antenna mismatch loss

The antenna mismatch loss is a measure of how well the antenna is matched to the transmitter; usually little power is lost by reflection from antenna mismatch and is in the order of \(-1 \) dB.

### 2.2.4 Transmission coupling loss

In the case of antennas operated on the surface of the material the transmission loss from the antenna to the material is given by

\[
L_{t1} = -20 \log_{10} \left( \frac{4Z_mZ_a}{|Z_m + Z_a|^2} \right) \text{ dB (2.2)}
\]

where:

\[ Z_a = \text{characteristic impedance of air, which equals 377 } \Omega \]

\[ Z_m = \text{characteristic impedance of the material,} \]

\[
Z_m = \left( \frac{\mu_0 \mu_r}{\varepsilon_0 \varepsilon_r} \right) \frac{1}{\left( 1 + \tan^2 \delta \right)^{1/2}} \left( \cos \frac{\delta}{2} + j \sin \frac{\delta}{2} \right) \text{ (2.3)}
\]

Typically, for many earth materials \( Z_m = 125 \Omega \); hence \( L_{t1} = -2.5 \) dB.
2.2.5 Retransmission coupling loss

The retransmission loss from the material to the air on the return journey is given by

\[ L_{t2} = -20 \log_{10} \left( \frac{4Z_m Z_a}{|Z_m + Z_a|^2} \right) \text{dB} \] \hspace{1cm} (2.4)

Hence \( L_{t2} = -2.5 \text{ dB} \).

2.2.6 Spreading loss

The antenna spreading loss is conventionally related to the inverse fourth power of distance for a point reflector, and in this example the ratio of the received power to the transmitted power is given by

\[ \frac{P_r}{P_t} = \frac{G_t A_r \sigma}{(4\pi R^2)^2} \] \hspace{1cm} (2.5)

where:

- \( G_t \) = gain of transmitting antenna (loaded dipole) = 15
- \( A_r \) = receiving aperture (loaded dipole) = \( 4 \times 10^{-2} \text{ m}^2 \)
- \( R \) = range to the target = 1.0 m
- \( \sigma \) = radar cross-section (\( \sigma = 1 \text{ m}^2 \)).

Hence \( L_s \) can be defined as

\[ L_s = -10 \log_{10} \frac{G_t A_r \sigma}{(4\pi R^2)^2} \]

\[ = -21 \text{ dB} \] \hspace{1cm} (2.6)

It should be noted that the radar range equation assumes a point source scatterer, which is not always the case. The range law may need adjusting for the different types of targets as shown in Table 2.1, and in this case a planar relationship is used.

The nature of the target influences the magnitude of the received signal. The following approximate relationships apply for targets, which extend across the zone illuminated by an antenna (i.e. its footprint).

Considerably more backscattered energy will be returned from a planar reflector at a given depth compared with other target types exhibiting similar dielectric contrasts. As the target assumed in this example is a planar interface, a correction to the \( R^{-4} \) law is necessary.
Table 2.1 Adjustment of range law for different types of target

<table>
<thead>
<tr>
<th>Nature of target</th>
<th>Magnitude of received signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point scatterer (small void)</td>
<td>(target depth)$^{-4}$</td>
</tr>
<tr>
<td>Line reflector (pipeline)</td>
<td>(target depth)$^{-3}$</td>
</tr>
<tr>
<td>Planar reflector (smooth interface)</td>
<td>(target depth)$^{-2}$</td>
</tr>
</tbody>
</table>

2.2.7 Target scattering loss

In the case of an interface between the material and a plane, where both the lateral dimensions of the interface and the overburden are large, then

$$L_{sc} = 20 \log \left( 1 - \left| \frac{Z_1 - Z_2}{Z_1 + Z_2} \right| \right) + 20 \log \sigma$$

(2.7)

$Z_1 =$ characteristic impedance of first layer of material

$Z_2 =$ characteristic impedance of second layer of material

$\sigma =$ target radar cross-section

Note that the radar cross-section should be considered as a bistatic radar cross-section in relation to the antenna radiation patterns.

Typically, $L_{sc}$ would be in the order of $-1.6$ dB for the interface between the first and second layers. In this example $\sigma$ is considered to be unity, i.e. 0 dB, as the situation is equivalent to an infinite dielectric half-space.

Where the physical dimensions of the interface or anomaly are small, then the target scattering loss $L_{sc}$ increases due to the geometry of the situation, and the returned signal becomes smaller. Under some conditions the physical dimensions of the anomaly are such as to create a resonant structure, which increases the level of the return signal and decreases the target scattering loss. It is possible to distinguish air filled voids and water filled voids by examination of their resonant characteristics and the relative phase of the reflected wavelet. Water has a relative dielectric constant of 81, which will serve to reduce the resonant frequency of any void by a factor of $9 (\sqrt{\varepsilon_r})$, and this variation may be the means of identifying water filled voids.

Table 2.2 gives an indication of the radar cross-sectional area in free space. The dimensions should be corrected for the different wavelengths within the material. The following radar cross-sections are, of course, relevant only to extended scatterers, and this should be taken into account when calculating overall system losses.

Many of the targets being searched for by sub-surface radar methods are non-metallic, so their scattering cross-section is dependent upon the properties of the surrounding dielectric medium. Where the relative permittivity of the target is lower than that of the surrounding medium, such as an air-filled void below a concrete ground slab, the interface does not produce a phase reversal of the backscattered
wave. Conversely, when the scattering is caused by a metallic boundary or where the relative permittivity of the target is larger than that of the surrounding medium, phase reversal occurs in the backscattered wave. This phenomenon may be used as a way of distinguishing between conducting and nonconducting targets.

The physical shape of the target will influence the frequency and polarisation of the backscattered wave and can be used as a means of preferential detection. The effect of the high permittivity of typical soil means that some targets, such as thin-walled plastic pipes, produce a stronger radar return when buried than when in free space. In such circumstances, the radar is responding primarily to the dielectric properties of the enclosed volume (i.e. the water or air-filled space within the pipe).

The type of target being sought (i.e. a sphere, a linear target such as a pipe or an interface) affects the choice of antenna type and configuration as well as the kind of signal processing techniques which may be employed. Generally, parallel arrangements of dipole antennas are suitable for most targets whereas crossed dipoles are more appropriate for either small or linear targets.

### 2.2.8 Material attenuation loss

The attenuation loss of the material is given by

\[
L_a = 8.686 \times 2 \times R \times 2\pi f \sqrt{\left(\frac{\mu_0 \mu_r \varepsilon_0 \varepsilon_r}{2} \left(\sqrt{1 + \tan^2\delta}\right) - 1\right)}
\]  

(2.8)
Table 2.3 Material loss at 100 MHz and 1 GHz

<table>
<thead>
<tr>
<th>Material</th>
<th>Loss at 100 MHz</th>
<th>Loss at 1 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay (moist)</td>
<td>5–300 dB m⁻¹</td>
<td>50–3000 dB m⁻¹</td>
</tr>
<tr>
<td>Loamy soil (moist)</td>
<td>1–60 dB m⁻¹</td>
<td>10–600 dB m⁻¹</td>
</tr>
<tr>
<td>Sand (dry)</td>
<td>0.01–2 dB m⁻¹</td>
<td>0.1–20 dB m⁻¹</td>
</tr>
<tr>
<td>Ice</td>
<td>0.1–5 dB m⁻¹</td>
<td>1–50 dB m⁻¹</td>
</tr>
<tr>
<td>Fresh water</td>
<td>0.1 dB m⁻¹</td>
<td>1 dB m⁻¹</td>
</tr>
<tr>
<td>Sea water</td>
<td>100 dB m⁻¹</td>
<td>1000 dB m⁻¹</td>
</tr>
<tr>
<td>Concrete (dry)</td>
<td>0.5–2.5 dB m⁻¹</td>
<td>5–25 dB m⁻¹</td>
</tr>
<tr>
<td>Brick</td>
<td>0.3–2.0 dB m⁻¹</td>
<td>3–20 dB m⁻¹</td>
</tr>
</tbody>
</table>

where:

\[ f = \text{frequency in Hz} \]
\[ \tan \delta = \text{loss tangent of material} \]
\[ \varepsilon_r = \text{relative permittivity of material} \]
\[ \varepsilon_0 = \text{absolute permittivity of free space} \]
\[ \mu_r = \text{relative magnetic susceptibility of material} \]
\[ \mu_0 = \text{absolute magnetic susceptibility of free space} \]

A typical range of loss for various materials at 100 MHz and 1 GHz is shown in Table 2.3.

2.2.9 Total losses

From the previous sections the total losses that will occur at 100 MHz during transmission through 1 m of material of 2.7 dB/m attenuation and then reflection from a boundary interface, where \( Z_1 = 125 \, \Omega \) and \( Z_2 = 89 \, \Omega \) would be

\[
L_T = L_e + L_m + L_{t1} + L_{t2} + L_s + L_a + L_{sc}
= -4 \, \text{dB} - 1 \, \text{dB} - 2.5 \, \text{dB} - 2.5 \, \text{dB} - 21 \, \text{dB} - 5.5 \, \text{dB} - 1.6 \, \text{dB}
= -38 \, \text{dB}
\]

(2.9)

A basic model for this situation using Mathcad™ is given on the CD, and parameters can be changed to model different situations. On the CD click onto Gpr-signal-range.mcd to view the sheet. Change the parameter values for \( \varepsilon_r \) and \( \tan \delta \) to see the effect of material changes. A plot of the various components of the returned signal is given in Figure 2.5.

In the case of a time domain radar system it is more practical to consider peak voltages. The capability of a sub-surface radar system to detect a reflected signal of peak voltage \( V_r \), if the peak transmitted voltage is \( V_t \), can be termed the detectability
The limiting factor of detectability is the noise performance of the receiver; hence the received voltage must be greater than the noise voltage generated by the latter.

In the case of the previously calculated loss, if the transmitter generates a pulse of peak magnitude 50 V, then the peak received signal would be 112 mV.

Most time domain radar receivers can detect a 1 mV signal even without averaging; hence a reflected wavelet of peak amplitude of 112 mV should be capable of being easily detected. This is only the case if the clutter signals are also low and the amplitude of the clutter signal should also be determined at the same range. Figure 2.5 shows a graph of the various signal levels plotted against range over the interval 1 to 10 m. Note that close to the antenna that is in the range 0 to 1 m, the above analysis is not applicable.

From the values of attenuation indicated above and the nature of the frequency dependence, it follows that for a given signal detection threshold the maximum depth of investigation decreases rapidly with increasing frequency. Most sub-surface radar systems operate at frequencies less than 2 GHz. Figure 2.6 shows for a range of materials measured by Cook [1] the maximum depth of penetration at which radar is likely to be able to give useful information and the approximate upper frequency of operation. Typical maximum depths of penetration rarely exceed 20 wavelengths, except in very low attenuation dielectric mediums. Often the depths of penetration will be much less, particularly in lossy dielectrics.
It might be thought that a GPR needs to have as low a frequency of operation as possible to achieve adequate penetration in wet materials. However, the ability to resolve the details of a target or separately detect two targets is proportional to the size or spacing of the target in relation to the wavelength of the incident radiation. Consequently a high frequency is desirable for resolution. A compromise between penetration and resolution must be made and is an important consideration in either the selection of system bandwidth or the range of frequencies to be radiated.

Consideration needs also to be given to the fact that, not only does attenuation decrease with frequency, but so does target scattering cross-section. This leads to the situation where it is possible that, for certain targets, material properties and depths, the received signal decreases with frequency. This effect is shown in Figure 2.7 (from Daniels et al. [2]), where the ratio between the reflected power, at frequencies of 50 MHz and 500 MHz, at the ground surface has been calculated for small diameter metallic (broken line) or nonmetallic (solid line) cylinders.

In addition to the estimation of signal levels, it is possible to determine the probability of detection and the probability of false alarm for a particular target, and this is shown in Section 3.2.
2.3 Velocity of propagation

It can easily be recognised that if the propagation velocity can be measured, or derived, an absolute measurement of depth or thickness can be made. For homogeneous and isotropic materials, the relative propagation velocity can be calculated from

\[ v_r = \frac{c}{\sqrt{\varepsilon_r}} \text{ m s}^{-1} \]  \hspace{1cm} (2.10)

and the depth derived from

\[ d = v_r \frac{t}{2} \text{ m} \]  \hspace{1cm} (2.11)

where \( \varepsilon_r \) is the relative permittivity and \( t \) is the transit time to and from the target.

In most practical trial situations the relative permittivity will be unknown. The velocity of propagation must be measured in situ, estimated by means of direct measurement of the depth to a physical interface or target (i.e. by trial holing), or by calculation by means of multiple measurements.

From Figure 2.8 it can be seen that if a hyperbolic spreading function can be measured then the propagation velocity can be derived from

\[ v_r = 2 \sqrt{\frac{x_n^2 - x_0^2}{t_n^2 - t_0^2}} \]  \hspace{1cm} (2.12)

and the depth to the target

\[ d_0 = \frac{v_r t_0}{2} \]  \hspace{1cm} (2.13)
An alternative method of calculating the depth of a single planar reflector is by means of the common depth point method. If both transmitting and receiving antennas are moved equal distances from the common centre point the same apparent reflection position will be maintained. The depth of the planar reflector can be
derived from
\[
d_n = \sqrt{\frac{x^2_{n-1}t^2_n - x^2_n t^2_{n-1}}{t^2_{n-1} - t^2_n}}
\]
(2.14)

where the two positions of the antenna are shown in Figure 2.9.

The variation of permittivity with frequency in wet dielectrics implies that there will be some variation in the velocity of propagation with frequency. The magnitude of this effect will generally be small for the range of frequencies typically employed for sub-surface radar work. A dielectric exhibiting this characteristic is said to be 'dispersive'. Where the material has different propagation characteristics in different

<table>
<thead>
<tr>
<th>Material</th>
<th>Relative permittivity</th>
<th>Propagation velocity, cm/ns</th>
<th>Wavelength 100 MHz cm</th>
<th>Wavelength 1 GHz cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1</td>
<td>30</td>
<td>300</td>
<td>30</td>
</tr>
<tr>
<td>Concrete</td>
<td>9</td>
<td>10</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>Freshwater</td>
<td>80</td>
<td>3.35</td>
<td>33</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2.4 Material propagation characteristics
directions it is said to be anisotropic, and an example is coal in the seams prior to excavation, where the propagation characteristics normal to the bedding plane are different from those parallel to the plane.

In free space the propagation velocity, $c$, is $3 \times 10^8 \text{ms}^{-1}$. The velocity in air is very similar to that in free space and is normally taken as the same. In sub-surface radar work the elapsed time between the transmitted and received pulses is measured in nanoseconds ($10^{-9} \text{s}$) because of the short travel path lengths involved.

Propagation velocity decreases with increasing relative permittivity. The wavelength within the material also decreases as the velocity of propagation slows in accordance with the following relationship:

$$\text{wavelength } \lambda_m = \frac{\nu_r}{f}$$

(2.15)

The result of these effects is illustrated by Table 2.4; see also Figure 2.10.

### 2.4 Clutter

The clutter that affects a GPR can be defined as those signals that are unrelated to the target scattering characteristics but occur in the same sample time window and have similar spectral characteristics to the target wavelet. This is a somewhat different definition from conventional radar clutter and should be borne in mind when considering conventional methods of clutter filtering such as MTI, which would be inappropriate to apply to ground penetrating radar data.

Clutter can be caused by breakthrough between the transmit and receive antennas as well as multiple reflections between the antenna and the ground surface. Clutter will vary according to the type of antenna configuration, and the parallel planar dipole arrangement is one where the stability of the level of breakthrough is most constant. Typically a maximum level of $-40 \text{ dB}$ to $-50 \text{ dB}$ is encountered.

The planar crossed dipole antenna can be designed and manufactured to provide very low levels of breakthrough ($>70 \text{ dB}$). However, it then becomes very susceptible to ‘bridging’ by dielectric anomalies on the near surface which can degrade the breakthrough in a random manner as the antenna is moved over the ground surface. The variability of the breakthrough is unfortunate as it is not usually amenable to signal processing. The same problem is encountered with planar spiral antennas. Local variations in the characteristic impedance of the ground can also cause clutter, as can inclusions of groups of small reflection sources within the material. In addition, reflections from targets in the side lobes of the antenna, often above the ground surface, can be particularly troublesome. This problem can be overcome by careful antenna design and incorporating radar absorbing material to attenuate the side and back lobe radiation from the antenna.

In general, clutter is more significant at short range times and decreases at longer times.

It is possible to quantify the rate of change of the peak clutter signal level as a function of time as in many cases this parameter sets a limit to the detection capability.
of the radar system. The effect of clutter on system performance is shown in Figure 2.5, which illustrates the consequent limitation on near-range radar performance.

Various techniques have been investigated in the search for a method of reducing clutter. In the case of impulse radars using TEM horns or FMCW radars using ridged horns and reflectors, it has been found possible to angle the bore sight of the horn antennas to take advantage of the critical angle, thereby suppressing to some extent the ground surface reflection.

2.5 Depth resolution

There are some applications of sub-surface radar, such as road layer thickness measurement, where the feature of interest is a single interface. Under such circumstances it is possible to determine the depth sufficiently accurately by measuring the elapsed time between the leading edge of the received wavelet and a reference time such as the front surface reflection provided the propagation velocity is accurately known.

However, when a number of features may be present, such as in the detection of buried pipes and cables, then a signal having a larger bandwidth is required to be able to distinguish between the various targets and to show the detailed structure of a target. In this context it is the bandwidth of the received signal which is important, rather than that of the transmitted wavelet. The ‘earth’ acts as a lowpass filter, which modifies the transmitted spectrum in accordance with the electrical properties of the propagating medium. The results from a simplified model of this situation are shown in Figure 2.11, where the general pulse stretching can be seen for different rates of attenuation. A Ricker wavelet has been used as the source impulse as this is a typical impulse. Note that the output impulse has been auto-scaled for clarity and actually is severely attenuated as the lowpass filter slope is increased.

The required receiver bandwidth $B'$ can be determined by considering the power spectrum of the received signal. The power spectrum results from the Fourier transform of the received signal wavelet. If the envelope of the wavelet function is considered, it is possible from the Rayleigh criterion for resolution to determine the receiver bandwidth. An alternative definition of the receiver bandwidth is given by Cook [1] and is derived from the autocorrelation function of the signal wavelet.

If $f(t)$ is the wavelet, then the autocorrelation function is given by

$$R_{11} = \int_{-\infty}^{\infty} f(t) f(t - \tau) \, d\tau$$  \hspace{1cm} (2.16)

The general shape of the autocorrelation function shown in Figure 2.12, which is related to the matched filtering resolution, can be used to define the bandwidth requirement. The autocorrelation function is, of course, related to the power spectrum of the received waveform and is therefore a useful measure. A receiver bandwidth in excess of 500 MHz and typically 1 GHz is required to provide a typical resolution of between 5 and 20 cm, depending on the relative permittivity of the material.
The required receiver bandwidth can be determined by considering the power spectrum of the received signal. The power spectrum results from the Fourier transform of the received signal wavelet and is shown in Figure 2.13.

If the envelope of the wavelet function is considered as shown in Figure 2.14, then it is possible from the Rayleigh criteria for resolution to determine a receiver bandwidth. An alternative definition of the receiver bandwidth is given in Reference [1] and is derived from the autocorrelation function of the signal wavelet.
Although a greater depth resolution is achieved in wetter materials for a given transmitted bandwidth, earth materials with significant water content tend to have higher attenuation properties. This characteristic reduces the effective bandwidth, tending to balance out the change so that within certain bounds the resolution is approximately independent of loss within the propagating material.

Where interfaces are spaced more closely than one half wavelength the reflected signal from one interface will become combined with that from the other, as shown
Figure 2.12  Autocorrelation of wavelet function

Figure 2.13  Spectrum of autocorrelation function of Ricker wavelet

Figure 2.14  Envelope of autocorrelation function of Ricker wavelet
Figure 2.15 Convolution of multiple interface reflections

In Figure 2.15. In such circumstances some form of deconvolution processing would be required in order to recognise the responses from the individual interfaces and to enable them to be characterised and traced. However, such processing is not normally carried out during standard commercial radar surveys.

2.6 Plan resolution

The plan resolution of a subsurface radar system is important when localised targets are sought and when there is a need to distinguish between more than one at the same depth. Where the requirement is for location accuracy, which is primarily a topographic surveying function, the system requirement is less demanding.

The effect of the radiation footprint on the ground can be seen from Figure 2.16, where the distance between the radiating source and the ground surface has been increased from 0.1 m to 0.5 m (left to right). The ground area is 2 m by 2 m and it can be seen that the width of the 3 dB footprint increases considerably as the source is raised from the ground. The effect of this on the image resolution is also considerable as the convolution of the antenna pattern with the target causes a blurring of the target image as shown in Figure 2.17.

The plan resolution is defined by the characteristics of the antenna and the signal processing employed. In general, to achieve an acceptable plan resolution requires a high gain antenna. This necessitates an antenna with a significant aperture at the lowest frequency transmitted. To achieve small antenna dimensions and high gain therefore requires the use of a high carrier frequency, which may not penetrate the material to sufficient depth. When choosing equipment for a particular application it is necessary to compromise between plan resolution, size of antenna, the scope for signal processing and the ability to penetrate the material.
Plan resolution improves as attenuation increases, assuming that there is sufficient signal to discriminate under the prevailing clutter conditions. In low attenuation media the resolution obtained by the horizontal scanning technique is degraded, but under these conditions the use of advanced signal processing techniques becomes feasible. These techniques typically require measurements made using transmitter and receiver pairs at a number of antenna positions to generate a synthetic aperture or focus the image. Unlike conventional radars, which generally use a single antenna, most GPR systems use separate transmit and receive antennas in what has been termed a bistatic mode. However, as the antenna configuration is normally mobile, the term bistatic is not really relevant.

The descriptions normally applied to the modes of geophysical survey appear more relevant and are therefore introduced. Geophysicists classify surveys in four main modes: common source, common receiver, common offset and common depth point, as shown in Figure 2.18.

Most GPR surveys use a common offset survey mode in which the separation between the transmitter and receiver is fixed. However, both common depth point and common source or receiver modes have also been used but require different signal processing approaches.

In the common offset mode the transmitter and receiver antennas are scanned above the ground surface over a buried target as shown in Figure 2.18. The received
Figure 2.18  Geophysical survey modes
power for a point source scatterer in the far field can be shown to be proportional to
\[ P_r = \frac{P_t \cos^4 \theta}{d^4} \exp(-2\alpha d \sec \theta) \] (2.17)

where \( \alpha \) is the attenuation coefficient and \( \theta \) is the angle between the midpoint of the combined transmit–receive antenna and the vertical to the target.

Where the plan resolution is defined as the half power points of the spatial response of the scatterer at the plane of the surface, the resolution is approximated by
\[ \Delta x = 4d \sqrt{\frac{\ln 2}{2 + \alpha d}} \] (2.18)

This approximation takes no account of the antenna beam pattern in either \( x \) or \( y \) directions. However, it does indicate that as the attenuation increases the plan resolution improves, provided that adequate signal to noise and signal to clutter ratios are maintained. It should be noted that, in low attenuation materials, synthetic aperture processing can be applied and plan resolution is recovered.

Typically the improvement in resolution is most noticeable at depths greater than 1 m, and an improvement in resolution of 30% would be found in the plan resolution of targets buried at 2 m in materials of 9 dB m\(^{-1}\) and 30 dB m\(^{-1}\) attenuation.

### 2.7 System considerations

The majority of surface penetrating radars are based on the time domain impulse design. Alternative design options can be considered, and experimental versions of stepped frequency (SFCW) or synthesised impulse (SI), as well as frequency modulated (FMCW), noise or pseudo random coded (PRC), have been designed and built.

While the different modulation techniques are considered in detail in Chapter 6 it is useful to summarise the general attributes of each option (see Figure 2.19).

Time domain impulse radar systems are available commercially, and manufacturers usually offer a range of antennas and pulse lengths to suit the desired probing range. Depths of greater than 30 m require pulse lengths in the order of 40 ns (approximately a bandwidth of 50 MHz at a centre frequency of 25 MHz), and very short range precision probing may use pulse lengths of the order of or less than 1.0 ns – that is, an approximate bandwidth of 2 GHz at a centre frequency of 1 GHz.

Planar impulse radar antennas generally operate closely coupled to the ground and are usually designed so that the polarisation of the transmitted and received signals are parallel. The exception to this is the crossed dipole antenna, which has been used for detecting either linear features such as pipes, cables and cracks in the material or small targets such as buried plastic mines.

Most antennas have a relatively small footprint, which means that rapid and wide area surveying can only be achieved with multi-channel radar systems. For road survey such methods are cost effective and practical. An alternative to the planar antenna is the TEM horn, which can be used with a surface to antenna spacing of up to 1 m.
Although alternative modulation methods to the impulse radar have been used, there is very little commercially available FMCW, stepped frequency or synthesised pulse radar equipment, although this situation could change in the future.

Whatever system is considered it is important to consider the receiver dynamic range and sensitivity rather than the ratio of the peak transmitted signal to the minimum detectable signal.

A practical example will illustrate the reason for this. If a GPR is being used to survey the road and traverses a metal cover on the surface of the road the received signal will be maximum and may well saturate the receiver circuits. If the receiver cannot recover from this high level input within a few nanoseconds, all low level signals caused by targets deeper than and adjacent to the cover will go undetected. It is therefore the receiver performance and the method of signal down-conversion which must be considered as defining the overall performance. A receiver with a true dynamic range of 60 dB followed by an analogue to digital converter with a dynamic range of 96 dB (16 bits) is only capable of providing an effective dynamic range of 60 dB.

Great care should be taken when interpreting specifications to ascertain the true system performance.

2.8 References

Chapter 3
Modelling techniques

3.1 Introduction

Models of the GPR situation range from a simple single frequency evaluation of path losses to complete 3D time domain descriptions of the GPR and its environment. This Chapter introduces some of the approaches and provides a starting point for further exploration of the literature.

Modelling techniques include single frequency models, time domain models, ray tracing, integral techniques (MOM – method of moments) and discrete element methods. The finite-difference time-domain (FDTD) technique has become one of the popular techniques and can be developed to run on most desktop computers with relative efficiency.

The most basic model uses the radar range equation and enables an estimate of received signal level, dynamic range and probability of detection to be assessed. It has significant weaknesses in that most close range GPR systems are operating in the near field or even the reactive field of the antenna (which is also in a bistatic mode), whereas the model assumes a far field model. It is probably more relevant to the longer-range geophysical applications where the target is many tens of metres from the radar. This is described in Section 3.2. A transmission line model, which enables an A-scan representation to be generated, is described in Section 3.3 and is followed by a simulation using a finite-difference time domain (FDTD) method to model the field propagation of a typical GPR system. Sections 3.4 and 3.5 provide further and more detailed examples of modelling methods as applied to particular situations.

Other models are available from academic sources or as commercial products from vendors of GPR equipment and geophysical houses.

Work on the modelling of GPR antennas has been carried out by Huang et al. [1], Lee et al. [2] and Guangyou et al. [3] using an FDTD method, as well as by Martel et al. [4] and Meincke and Kim [5]. Particular attention has been paid to soil effects by Teixeira et al. [6, 7], Chew et al. [8], Oguz and Gurel [9], Liu and Fan [10],
Liu et al. [11], Rappaport and Weedon [12], and Gurel and Oguz [13]. Special consideration to rough surfaces has been made by Rappaport and El-Shenawee [14]. Three-dimensional modelling of GPR has been carried out by Zhan et al. [15], Gurel and Oguz [16], and Oguz and Gurel [17]. Further modelling techniques are explored by Desai et al. [18] and Wang et al. [19], who carried out a SAR simulation.

GprMax2D V1.5 (electromagnetic simulator for ground-probing radar) is freely available for teaching and research purposes and can be downloaded in either Windows™ or Linux (http://www.gprmax.org/) and was developed by Dr Antonis Giannopoulos of the University of Edinburgh. Modelling programmes are also available from Dr Gary Olhoeft from his website at http://www.g-p-r.com/, while commercial products are also available from http://www.ka.shuttle.de/software/Reflex/gpr.htm.

3.2 Received signal levels and probability of detection

The most basic model for assessment of signal level is derived from the radar range equation, which does, however, have severe limitations with respect to correct representation of the actual operation of a short range (<2 m) GPR system. However, it does enable a first order assessment of expected signal levels, and an example is given in this Section. The model is based on the equation for the voltage at the receiver as a function of range \( r \) and target radar cross-section \( \sigma \) given by

\[
V(r, \eta) = \frac{V_0}{\tau} \frac{A \sigma \kappa}{c} \frac{\tau_g \rho_t}{r^2} 10^{-3} e^{(-k2r)}
\]  

(3.1)

where:

- \( V_0 \) = peak radiated voltage in volts
- \( T \) = pulse duration in seconds
- \( C \) = speed of light in \( \text{ms}^{-1} \)
- \( A \) = antenna effective aperture in \( \text{m}^2 \)
- \( \sigma \) = target cross-section in \( \text{m}^2 \)
- \( \kappa \) = number of averages
- \( \tau_g \) = transmission coefficient into ground
- \( \rho_t \) = reflection coefficient from target
- \( k \) = propagation coefficient
- \( r \) = range in metres
- \( r' \) = equivalent range corrected for refraction effect on antenna beam pattern.

In the example Mathcad™ model given in the Mathcad worksheets folder (on the CD) entitled GPR model, the antenna is set at a height of 15 cm above targets (dielectric cylinders of 1 cm thickness, ranging in size from 0.05 m to 0.5 m diameter (see Figure 3.1). The target has a value of \( \varepsilon_r \) of 2.2, the soil has an \( \varepsilon_r \) of 5 and \( \tan \delta \) of 0.2, and the radar has a centre frequency of 1 GHz and an output pulse peak voltage
Figure 3.1 Physical layout of GPR system

Figure 3.2 Graph of receiver voltage level in dBm as a function of target range in millimetres and target diameter (50 mm lowest to 500 mm highest)

Figure 3.3 Graph of receiver signal to noise ratio in dB as a function of target range in millimetres and target diameter (50 mm lowest to 500 mm highest)
Figure 3.4 Graph of probability of detection as a function of target range in millimetres and target diameter (50 mm lowest to 500 mm highest)

Figure 3.5 Graph of probability of false alarm (log scale) as a function of target range in millimetres and target diameter (50 mm lowest to 500 mm highest)

of 10 V. The radar receiver has an equivalent bandwidth of 3 GHz and an equivalent receiver noise voltage of $2.49 \times 10^{-5}$ V.

The voltage at the receiver, the signal to noise ratio and the probability of detection and probability of false alarm were calculated and are shown in Figures 3.2 to 3.5.
The probability of detection (PD) is derived from the error function of the signal to noise ratio, and the probability of false alarm is derived from 1 minus the PD. Note that these values only relate to the receiver noise and do not include external sources of false alarms due to clutter.

### 3.3 Basic transmission line time domain model

The most basic model is that of the transmission line equivalent and is useful for assessing the time domain signature of a physical situation. A conceptually simple model can be used to gain an insight into the optimum centre frequency of operation, and an example is given in the Mathcad™ model, which can be found in the C3 layer model. The basic model is shown in Figure 3.6.

Each layer is modelled as an equivalent impedance and the transmission and reflection coefficients are calculated for each interface. The velocity of propagation and the material losses are included, although not the spreading losses. The reason for this is that the received A-scan would normally have time varying gain applied in the receiver and signal processing, and to introduce spreading loss and then compensate is an inefficient modelling exercise. In the Mathcad™ model only the first reflection is computed, although multiple internal reflections within each layer will be generated and a full representation should include these. Readers may wish to modify the programme to include multiple layer reflections as an exercise.

Each layer therefore has the following attributes:

- Range to layer boundary = $r_n$
- Loss tangent = $\tan \delta_n$
- Relative dielectric constant = $\varepsilon_r$

The model calculates, for each layer, the propagation constants $\alpha_n$ and $\beta_n$ and the impedance $\eta_n$, attenuation, equivalent time, and reflection and transmission coefficients. These are derived as follows, where the numbers denote the direction

![Figure 3.6 Layout of transmission line model](image-url)
### Table 3.1  Layer characteristics for transmission line model

<table>
<thead>
<tr>
<th>Layer</th>
<th>Range, m</th>
<th>$\varepsilon_r$</th>
<th>Loss tangent</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>air</td>
</tr>
<tr>
<td>1</td>
<td>0.3</td>
<td>6</td>
<td>0.31</td>
<td>lossy layer</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>1</td>
<td>0</td>
<td>air void</td>
</tr>
<tr>
<td>3</td>
<td>0.85</td>
<td>9</td>
<td>0.01</td>
<td>sub-base</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>16</td>
<td>0.1</td>
<td>wet base</td>
</tr>
<tr>
<td>5</td>
<td>infinite</td>
<td>25</td>
<td>0.1</td>
<td>wet bedrock</td>
</tr>
</tbody>
</table>

of propagation:

\[
\rho_{01} := \frac{\eta_1 - \eta_0}{\eta_1 + \eta_0} \quad \tau_{01} := \frac{2\eta_1}{\eta_1 + \eta_0} \quad \rho_{10} := \frac{\eta_0 - \eta_1}{\eta_0 + \eta_1} \quad \tau_{10} := \frac{2\eta_0}{\eta_0 + \eta_1} \\
\rho_{12} := \frac{\eta_2 - \eta_1}{\eta_2 + \eta_1} \quad \tau_{12} := \frac{2\eta_2}{\eta_2 + \eta_1} \quad \rho_{21} := \frac{\eta_1 - \eta_2}{\eta_1 + \eta_2} \quad \tau_{21} := \frac{2\eta_1}{\eta_1 + \eta_2} \\
\rho_{23} := \frac{\eta_3 - \eta_2}{\eta_3 + \eta_2} \quad \tau_{23} := \frac{2\eta_3}{\eta_3 + \eta_2} \quad \rho_{32} := \frac{\eta_2 - \eta_3}{\eta_2 + \eta_3} \quad \tau_{32} := \frac{2\eta_2}{\eta_2 + \eta_3} \\
\rho_{34} := \frac{\eta_4 - \eta_3}{\eta_4 + \eta_3} \quad \tau_{34} := \frac{2\eta_4}{\eta_4 + \eta_3} \quad \rho_{43} := \frac{\eta_3 - \eta_4}{\eta_3 + \eta_4} \quad \tau_{43} := \frac{2\eta_3}{\eta_3 + \eta_4} \\
\rho_{45} := \frac{\eta_5 - \eta_4}{\eta_5 + \eta_4} \quad \tau_{45} := \frac{2\eta_5}{\eta_5 + \eta_4} \quad \rho_{54} := \frac{\eta_4 - \eta_5}{\eta_4 + \eta_5} \quad \tau_{54} := \frac{2\eta_4}{\eta_4 + \eta_5} \tag{3.2} \]

The reflected signal from the fourth layer is derived as a delta function with an amplitude as a function of time given by

\[
\text{fourthlayer} \ (t) := \begin{cases} 
(\tau_{01}\tau_{12}\tau_{23}\tau_{45}\rho_{43}\tau_{43}\tau_{32}\tau_{21}\tau_{10}a_1r_a2r_a3r_a4r) & \text{if } t = \text{offset} + f_{4t} \\
0 & \text{otherwise} 
\end{cases} \tag{3.3} 
\]

The driving function is a Ricker wavelet and is convolved with each delta function, and the composite waveform is computed from the sum of all delta functions. The output from the model can be used to assess the A-scan waveform for the following example (Table 3.1).

The A-scan simulations given in Figures 3.7 to 3.10 show the effect of changing the centre frequency of operation on the resultant waveform.

The model can easily be modified in terms of centre frequency and layer parameters, and the reader is encouraged to experiment with the model and set up different physical situations and observe the effect on the A-scan. As would be expected, the A-scans given in Figures 3.7 to 3.10 show the improvement in resolution in going to higher frequencies and the consequent reduction in signal amplitude.
Figure 3.7  Simulation of A-scan using 100 MHz centre frequency

Figure 3.8  Simulation of A-scan using 300 MHz centre frequency

Figure 3.9  Simulation of A-scan using 500 MHz centre frequency
3.4 Model of antenna radiation and buried target interaction

In this Section, a finite-difference time domain (FDTD) method is used to model the field propagation of a typical GPR system. Some time domain field plots of a GPR antenna system operating above the ground and a buried object are presented. The objective is to acquire through the simulation an insight of EM propagation within the GPR scenario. The work was previously reported by Martel et al. [20]. This method offers the possibility to investigate the performance of a wide range of complex antennas operating in the presence of the ground at standoff distances. The advantage of the method is that it substantially reduces the computational resources needed and, additionally, it offers the possibility of selecting the best method for the analysis of the antenna and the ground sub-domains. The analysis of the ground sub-domain leads to a database for the response of the soil plus the target. Using these data, the performance of a complex antenna positioned at any desired distance or orientation relative to the ground can be modelled and optimised with minimal computational impact.

3.4.1 Model description

The antenna used for this purpose is a resistively loaded TEM horn [21]. It is 35 cm long with an aperture of 10 cm by 30 cm. The TEM horn has ultra-wideband capabilities from 200 MHz to 4 GHz, and a physical realisation is included in Section 5.3. It is positioned above a metallic target buried in the ground. The distance between the horn aperture and the air-ground interface is 25 cm. The modelled target is a cylinder with a radius of 3.5 cm and a height of 5 cm. It is shallowly buried at about 2.5 cm below the air-ground interface. The ground is modelled as a uniform lossy material with a relative permittivity of 13 and a resistivity of 0.005 S/m. The air-ground interface is assumed to be perfectly flat.

3.4.2 Discretisation of the structures

The modelling of a stand-off GPR scenario where the antenna is at a significant distance from the ground as it is in this case is challenging because of the size of the...
problem to analyse. In order to cope with the computation requirements, the FDTD model is truncated in two sub-geometries. One sub-geometry incorporates the antenna and another sub-geometry incorporates the air–ground interface. The antenna region is analysed with a high resolution to accurately model the radiator details (FDTD cubic cell size = 0.233 cm). On the other hand, the air–ground interface region is analysed with a lower resolution as fewer details are present and the field strength is significantly lower than in the radiating region. The FDTD cubic cell size for the ground region is 1.167 cm. An interpolation scheme of the field is used to ensure continuous propagation between the sub-geometries. The FDTD space is terminated by some absorbing boundary conditions of type Liao (second order).

3.4.3 Time domain field plots

A short duration time domain Gaussian pulse (1ns) is applied to the TEM horn and the electric field is computed at each time step. The simulation is run for a length of time of around 10 ns with a time step of 16 ps. Figure 3.11 shows the electric field

Figure 3.11 Electric field plot on a vertical cut plane after the main ground reflection
strength on the vertical plane cutting the antenna and ground geometry for a single frame. A complete time domain demo is presented in colour in the CD attached to this book. The various reflections and field propagation in the media surrounding the antenna can be seen from the demonstration. The full sequence of time frames can be seen on the PPT presentation 03-Modelling\demo1.ppt on the CD.

From the field plot, one can recognise the antenna structure and the strong field region on and inside the horn plate. The buried object is also visible. The main reflection caused by the air–ground interface can clearly be seen coming back towards
the antenna system. In addition, a weaker reflection coming from the buried object is starting to form and follows the air–ground interface reflection in time. This is a typical time domain characteristic of a stand-off GPR system. Moreover, other physical phenomena can be observed such as the free space loss and the wave speed reduction in the ground. It must be noted that the absorbing boundary conditions used are not sufficiently effective to predict accurately the input impedance of the antenna. It is, however, appropriate for the purpose of viewing the field propagation.

Similar techniques can be used to model other types of antenna, and comparisons of the radiated fields from a bistatic dipole antenna pair are shown in Figure 3.12.

3.5 Application of numerical modelling for the interpretation of near-surface ground penetrating radar

Dr Nigel Cassidy

In complex, heterogeneous environments, the evaluation, interpretation and analysis of GPR data is often complicated by the influence of near-field antenna coupling/induction effects, variations in antenna radiation pattern, the presence of inhomogeneous, anisotropic and lossy materials and the inevitable ‘survey error’ that arises due to the misuse of the GPR equipment. These complexities can make near-surface data interpretation a hit and miss affair, with the technique often being branded as unsuccessful, inappropriate or, at worst, a complete waste of time and money. In reality, these prejudices are often unfounded as the results of near-surface surveys can provide significant, yet sometimes subtle, information on the nature of the shallow sub-surface. Unfortunately, many of the advanced signal processing and analysis methods used in GPR data interpretation are poorly suited for use in complex, near-surface environments, primarily because of the limiting assumptions inherent in their mathematical descriptions (e.g. minimum-phase stationary wavelets, uniform half-space sub-surfaces, etc.). As a result, mathematical modelling has become an increasingly popular interpretation tool and is often used in conjunction with many of the more traditional signal or image processing techniques. There are many different modelling methods including ray tracing, integral techniques (MOM – method of moments) and discrete element methods. However, the finite-difference time-domain (FDTD) technique has become one of the most common in the past few years, particularly with the rapid increase in accessible and inexpensive computational resources.

For electromagnetic wave propagation problems the FDTD technique has certain advantages over other numerical modelling methods in that it:

- does not require the solution of Green’s functions
- uses the direct implementation of Maxwell’s electromagnetic field equations in three-dimensional space without the need for evaluating electric or magnetic potentials
- can be solved with explicit, closed form equations using matrix or incremental methods
- is robust, accurate and relatively straightforward to implement
• provides a total field solution (i.e. three-dimensional) and operates on both electric and magnetic field vectors
• can be applied to broadband, narrowband or harmonic time-domain problems
• is suitable for resonant or extended time problems
• allows different types of responses to be modelled, e.g. scattered and/or propagating fields, surface effects, currents, power density, etc.
• incorporates conductive, lossy dielectrics and dispersive magnetic materials
• can incorporate material property changes without the need to alter the mathematical description of the scheme
• can include arbitrary, three-dimensional sub-surface geometries, complex material features and sophisticated antenna designs by the use of different grid types and layouts
• is suited to either single processor or parallel operation
• is relatively straightforward to code in standard computational languages and is efficient on a variety of computer platforms
• allows comprehensive visualisation of the electromagnetic fields and waves in time and space.

3.5.1 Practical modelling schemes

There are a wide range of different electromagnetic FDTD formulations, each with individual advantages and disadvantages (see the excellent texts by Taflove [22, 23], and Kunz and Luebbers [24] for more detailed information), but each has a set of common elements that are key to the understanding of the technique.

In each case, the volume to be modelled is sub-divided into a three-dimensional grid (usually orthogonal) of individual ‘field cells’ of dimensions $\Delta x$, $\Delta y$, $\Delta z$. Within each cell, the electrical field ($E$) and the magnetic field ($H$) are described by component Cartesian $E(x, y, z)$ and $H(x, y, z)$ field vectors staggered in space in a manner that is referred to as ‘Yee cell’ geometry (Yee [25] – see Figure 3.13). With the use of a finite-difference approximation to the differential form of Maxwell’s electromagnetic field equations, it is possible to calculate the electric field at any point in space (and time) from a knowledge of its neighbouring magnetic fields, and vice versa. If an incremental, time-varying electric ‘source’ is applied to one or more of the field vectors in the volume (as with the GPR antenna signal), then for a specific time increment, the total three-dimensional EM field is calculated by computationally stepping through each of the field calculations for every individual cell in sequence. This procedure is then repeated for the next time increment, etc., resulting in the time-dependent propagation of the EM wave through the volume.

In order to simulate the sub-surface physically, individual material properties are assigned to each cell (i.e. a permittivity, permeability and conductivity) and geometrically complex structures constructed by grouping together cells that share the same properties. With the use of appropriate source formulations, all modes of EM propagation, scattering and target interactions are modelled implicitly by the time
stepping scheme, resulting in the accurate simulation of signal reflection, scattering, attenuation and dispersion. To be of practical use, however, the modelling scheme must incorporate realistic antenna configurations, truthful sub-surface geometries and accurate material property descriptions. These additional components add computational complexity to the model and, at present, most FDTD modelling is conducted on high-powered single or parallel processing computers [26].

3.5.2 Modelling applications

The following examples illustrate the use of the FDTD modelling method for the improved understanding of GPR surveys in geological, geotechnical and archaeological near-surface environments. In each case, the propagating electromagnetic waves are modelled by a three-dimensional, staggered, orthogonal, fourth-order in space, centralised FDTD scheme developed by Cassidy and Murdie [27] from the original
formulation of Bergmann et al. [28]. It is total-field, explicit and robust, and provides accurate models of velocity and dispersion without the need for fine spatial sampling. The scheme includes:

- a wide range of materials having anisotropic and frequency-dependent permittivity, conductivity and, where necessary, magnetic permeability
- three-dimensional target features and complex sub-surface geometries
- realistic antenna designs including shields, efficient signal damping and accurate source signal descriptions
- ‘memory variables’ to determine the time, and therefore frequency, dependent effect of the materials on the propagating EM wave.

Equations for the one-, two- and three-dimensional cases can be found in Cassidy [29], Cassidy and Murdie [30] and Bergmann et al. [31], along with the appropriate stability conditions, error estimates and temporal/spatial sampling criteria.

3.5.3 Material property descriptions

Each sub-surface material is described by a complex permittivity, conductivity and magnetic permeability spectrum and, although the effect of the permeability is often negligible [32], it must be included when iron-oxide rich materials are present. The permittivity spectrum is described by a superposition of individual electric field and electric flux density relaxation times combined with a static permittivity. The complex conductivity is described by a static conductivity component and a conductivity relaxation time. These parameters can be obtained either by the dielectric testing of sub-surface materials or from theoretical/empirical models developed by Cole and Cole [33] and Debye [34].

3.5.4 Antenna design

The transmitting and receiving antennas are described both physically and numerically by identical half-wave, centrally fed, resistively loaded dipoles with a double PEC (perfect electric conductor) ‘metal shield’ being used to model the antenna enclosure. An end-terminated load resistor damps the antenna and is designed to match the input impedance at the central feed-point. The source wavelet, which is used to force the electric field vector at the feed-point, is an accurate representation of the true GPR pulse and is based on the recorded signal of a Sensors and Software PulseEKKO™ 1000 GPR in air. Developed from the standard Ricker pulse, the wavelet is smooth, continuous in both its first and second derivatives and can be optimised to suit the central frequency of any antenna [35].

3.5.5 Outer absorbing boundary conditions (ABC)

To restrict the size of the computational ‘space’ the modelled volume is truncated with an outer ‘absorbing boundary condition’ (or ABC) that either cancels out the outgoing waves, as in this case, or absorbs them numerically. A second order Higdon
ABC [36] has been used in this instance with parameters optimised for wave velocity and approach angle. This results in a maximum reflection error of <2% across all materials.

3.5.6 Example applications

3.5.6.1 Modelling near field antenna directivity and radiation patterns: In this example, the nature of near-field radiation is examined by modelling the $E$- and $H$-plane electromagnetic field patterns radiated from a shielded, 450 MHz half-wave dipole antenna located at the interface between air and oil of uniform permittivity $\varepsilon_r = 2.1$ (Figure 3.14). The antenna model is based on the shielded Sensors and Software Pulse Ekko 1000 system antenna and clearly illustrates the change in both radiation pattern and directivity with increasing near-field wave penetration. Instead of producing the commonly accepted far-field, unshielded radiation pattern, where the $E$-plane (or TM) field has a symmetrical, tri-lobate structure with a single, central lobe and two side lobes and the $H$-plane (or TE) pattern has a symmetrical ‘twin-peaked’ structure and no side lobes [37, 38], the fields are ‘focused’ by the shield to produce a narrow directivity pattern with the energy being primarily concentrated in a single, central lobe. This has important implications for the application of attribute analysis methods in the near-field (i.e. $<1.5\lambda$) as many of the current numerical processing and interpretation methods still incorporate far-field assumptions in their algorithms.

3.5.6.2 Modelling the response from buried foundation walls: The following two examples illustrate the use of the modelling scheme to assist in the understanding and interpretation of 200, 450 and 900 MHz near-surface GPR surveys at complex urban, industrial and archaeological sites. In the first example (Figure 3.15) both the observed and modelled GPR results are shown for a 450 MHz, co-planar, reflection survey collected across the centre of a 3 m wide, 3 m long, 0.8 m deep gravel/soil filled test pit containing a brick ‘foundation wall’ 0.3 m wide and 0.75 m deep [39]. With processing and interpretation of the real data alone, it is difficult to determine if the weak reflection event evident at approximately 16 ns in the GPR section has emanated from the base of the test pit or is, in fact, a result of multiple reflection in the top-soil layer. Even with the use of travel time/attribute analysis and various signal processing methods it was still not possible to prove which of the possible scenarios was correct. As the ground conditions in this area were particularly well known it was possible to build a very accurate model of the sub-surface and simulate the wave propagation to a high degree of precision. The modelled results revealed that the reflection from the basal interface was stronger than the multiple, had a different frequency spectrum and arrived slightly later than the multiple’s signal. By comparing the modelled results to the observed data the correlation was strong enough to discard the multiple reflection hypothesis, resulting in an improved interpretation for the section. The modelled results also allowed the nature of the more subtle features (i.e. the wall diffractions and the bright spot associated with the top of the wall) to be determined correctly,
Figure 3.14  Modelled electric field snapshots of a shielded 450 MHz dipole antenna located above the interface between air and oil

a  $E_y$ component, $E$- and $H$-plane field snapshots at 7.5 ns travel time;  
b  $E_y$ component, $E$- and $H$-plane field snapshots at 11 ns travel time;  
c  normalised antenna directivity at $0.86\lambda$ (for the 7.5 ns snapshot) and $1.5\lambda$ (for the 11 ns snapshot)
Therefore, assisting in the identification of features that were barely discernible in the real GPR section.

In the second example, the modelling scheme was used to interpret archaeological data from the Roman City of *Viroconium Cornoviorum* (Wroxeter), Shropshire, England to help understand the nature of the buried features and locate areas for
possible, future excavation. The site had been trial excavated some 30 years previ-
ously, resulting in important finds being discovered in a region containing a relatively
well preserved, high-status villa. Unfortunately, the majority of the finds (and more
importantly, the relevant archaeo-stratigraphic information) were confined to areas
where the foundation walls of the villa had remained fully or partially intact. In areas
that had been subjected to later destruction and/or ‘robbed out’, little information
could be obtained from the excavation, primarily because the stratigraphic relation-
ships had been lost. A combination of 200, 450 and 950 MHz GPR surveys, along
with other geophysical methods, had been used to map the extent of the villa foun-
dations and its neighbouring structures. Although the foundation walls were easily
identified in the GPR sections, in most cases it was difficult to determine whether
the features represented intact stonework or not. To aid the interpretation, a num-
ber of different sub-surface models were created with different states of preservation
(e.g. intact blocks, rubble zones, robbed out and back-filled walls, etc.) with dif-
ferent target depths based on the excavated and geophysical evidence. The results
shown in Figure 3.16 illustrate the use of the modelling to confirm the suspicion
that a number of the reflection and diffractions events identified in this particular
section were emanating from the disturbed remnants of two individual foundation
walls.

The left-hand feature was believed to be the base of a partially robbed-out wall
rather than a single, vertically extensive block, and a number of different modelling
situations were used to test this hypothesis. The results of the models supported the
‘robbed-out wall’ interpretation, with the majority of the signal emanating from a
coherent, intact block at a depth of approximately 0.5 m. This was consistent with
other partially robbed out walls uncovered in the nearby excavations. Note how the
‘masking’ effect of the very shallow scatterer in the modelled section is reducing
the amplitude of the plough layer reflector just below the block. This effect is also
evident in an instantaneous amplitude analysis of the real data and suggests that
this particular feature is a very shallow, single, isolated point source rather than the
dominant component of a distributed rubble band or the upper extension of the deeper,
wall base.

The form of the diffractions associated with the right-hand feature suggests that
this wall is more incoherent in nature than the left-hand wall and is, therefore,
likely to consist of rubble blocks (or zones of rubble) rather than a fully intact
block. Once again, the final modelled section supports this hypothesis with the sim-
ulated response from a zone of rubble blocks, providing a reasonably accurate match
to the observed data. The results of a recent, high-resolution magnetic gradiome-
try survey of the area supports these findings, where the signal definitions of the
disturbed features are consistent with areas of known robbed out walls or rubble
zones.

This example illustrates how the combined use of GPR modelling, excavated
evidence and subsequent geophysical surveying has helped improve our understand-
ing of the archaeological features at a complex and diverse site. As a result, this has
assisted scheduling of a targeted, future excavation plan for the area, saving both time
and money.
Figure 3.16 450 MHz GPR section and corresponding FDTD model used to test the interpretation
3.5.7 Modelling the response from defects in roadway construction

This final example illustrates the use of the modelling scheme in the assessment and verification of roadway construction. The model in Figure 3.17 was used to simulate the 900 MHz GPR response to defects typically associated with concrete roadway construction. A number of common problems were added to the subsurface model:

A and B, a 200 mm-thick concrete roadway overlying a sand/aggregate substrate; C, an air-filled void ~200 × 200 mm across and 20 mm deep located beneath the roadway slab; D, an identical void, but filled with muddy water instead of air; E, a 400 mm × 400 mm, 20 mm deep section of concrete that has de-laminated from the base of the roadway and fallen into an air filled void; F, a laterally extensive zone of sub-surface defects.

**Sub-surface modelling of defective concrete roadway construction**

Concrete roadway (A) sand/aggregate substrate (B), air filled void (C), mud filled void (D), fractured and separated concrete section (E), fractured/salt corroded zone (F), and a reduction in concrete depth (G).

*Figure 3.17  900 MHz GPR model of sub-surface defects in a 200 mm thick concrete roadway*
fractured, salt corroded roadway; and G, a region where the thickness of the concrete roadway has been reduced to 160 mm instead of 200 mm (to simulate the effect of poor or negligent construction).

The GPR response to all the defects is clearly visible in the modelled section, although some of the anomalies are more prominent than others. A fairly strong reflection from the base of the concrete slab is evident at position (A), while its associated multiple is clearly visible in the latter part of the section. The identification of this multiple is particularly significant as, to the untrained eye, the feature could easily be mistaken for a second interface at depth. Likewise, the bright spot, diffractions and multiple from the air-filled void (B) are also visible in the modelled section. The anomaly from the muddy water filled void is evident, although the amplitude of the bright spot and the strength/size of the diffractions are notably reduced. It is interesting to note that the arrival time (and therefore phase) of this signal is slightly ahead of the corresponding air-filled void’s response.

Despite the increased size of the delaminated concrete section, the response of this feature is very similar to the anomaly created by the muddy water filled void. This is also significant, as it shows that the presence of such a potentially hazardous defect would be difficult to determine under the conditions simulated in the model. In contrast, the fractured/salt corroded zone (F) can be easily identified and the region displays the classical velocity pull down effect associated with zones of lateral velocity reduction. The increased conductivity associated with this feature affects both antenna-ground coupling and signal attenuation, resulting in relatively lower signal amplitudes when compared to the rest of the roadway. This has an important implications for roadway evaluation as the effect of salt ingress and fracturing is one of the most significant factors in concrete deterioration. If, as the model suggests, subtle variations in signal attenuation can be attributed to saline intrusion then it raises the possibility of using GPR attribute analysis and wavelet techniques to highlight areas of potential concrete corrosion.

The reflection associated with the reduction in slab thickness (G) is particularly interesting as, on first inspection, it looks as if the slab has an increased thickness (i.e. the first arrival times appear later than the rest of the roadway slab). This is clearly not the case, and the ‘delayed’ signal is actually due to the destructive interference between the tail end of the near-field ground wave and the front end of the roadway basal reflection. Once again, to the untrained eye, this feature may have been interpreted incorrectly.

3.5.8 Summary

In each of the previous examples, the FDTD modelling scheme has been successful in improving the understanding and interpretation of near-surface GPR surveys. Even with recent advances in signal processing and image analysis, the data collected in complex, heterogeneous environments will always remain difficult to analyse — such is the nature of the problem. Recent successes have helped push numerical modelling methods into the wider GPR community and, as a result, more users are applying these methods to their own applications. With the development of more
efficient algorithms, improved techniques and given that the marketplace seems to have an insatiable desire for faster, more powerful computers, it is likely that numerical modelling methods will become a commonplace, interpretational tool for all GPR practitioners in the near future.

3.6 Modelling GPR surface roughness clutter effects for mine detection
Prof. Carey Rappaport

3.6.1 Introduction
The greatest impediment to detecting and classifying dielectric targets buried in natural soil backgrounds with GPR is the random clutter field generated by the rough ground surface. This is demonstrated by computational modelling of GPR wave propagation in air/soil and scattering from buried dielectric targets. Conclusions are drawn from the observed features that are somewhat unexpected. One important observation is that while target resolution increases with increasing frequency, the target features are harder to separate from the background clutter of the rough ground interface. The limitation on frequency is not the lack of penetration depth in lossy soil, but rather the greater phase effects of ground surface depressions and protrusions. Similarly, while a greater soil moisture level may increase the wave decay rate, it is the reduction in wavelength that makes the rough surface appear electrically larger, which increases clutter and makes the target harder to resolve.

Detecting nonmetallic manmade targets, such as plastic antipersonnel mines, buried in naturally varying soil with GPR is important and challenging. Although there are many means of noninvasively observing below the ground surfaces, GPR is commercially available and relatively inexpensive, environmentally robust, fast, and can be used at varying distances from the target. However, GPR has been disappointing in detecting shallow buried plastic objects in the field. Because the dielectric constant and electrical conductivity of the target is often similar to that of the surrounding soil and its size is comparable to the thickness of soil layer above it, detection and discrimination of the target are difficult. In addition, the soil dielectric constant may not be well characterised, and the ground surface will usually be rough, often with surface height variations of the order of the target burial depth. While there are many sources of clutter obscuring the mine target signal – including volumetric inhomogeneities (rocks, roots, metal fragments) and surface vegetation – the largest single source of undesirable signal is the ground surface itself. Since the ground presents a larger impedance mismatch with the air above it than with the low-contrast, nonmetallic target within it, its contribution to clutter is quite significant.

To quantify the frequency dependent effects of realistic soil backgrounds and surface geometries, we have computationally investigated the scattering of buried dielectric targets in accurately modelled soil with random rough surface boundaries. It is essential that the computational models used capture the relevant wave scattering
details of the random soil variation for any given frequency. Thus we chose the finite difference frequency domain (FDFD) method, which allows the arbitrary discretisation of the computational space into squares in two-dimensional calculations and cubes in three dimensions. The FDFD method is preferable to the FDTD time domain algorithm in the present analysis, because it computes the scattering response at a single frequency, giving the field distribution throughout the problem space. An additional advantage of FDFD is that there is no need to rely on special methods to handle frequency-dependent soil media in the time domain [1–3, 40–42].

The FDFD method can be made relatively fast. For a 300 × 200 point grid, terminated on each side by a perfectly matched layer (PML) [43] absorbing boundary condition [4], the entire evaluation on a 1.6 GHz Pentium Pro running the Matlab 5.3 sparse matrix solver is about ~1 min. Using a preconditioned GMRES iterative solution method, the CPU time for large grids of N unknown field values grows as \( N \ln N \).

One important requirement for efficient FDFD code is the PML material absorber ABC. Since the PML is composed of just layers of propagation media with particular values of electric and magnetic conductivity, the sparse, symmetric structure of the simultaneous equation matrix is unaffected by the ABC.

The PML must be carefully formulated at the air/soil interface. With the usual PML boundary, it is assumed that this ABC terminates a region of free space. The electric and corresponding magnetic conductivities of the PML sub-layers build up from zero to the maximum value at its termination. For the PML termination to a uniform conductive scattering space, the conductivity of the first sub-layer must be slightly greater than that of the scattering space. Subsequent sub-layer permittivity and conductivity increase according to the anisotropic space mapping principle [5–7, 44–46], with corresponding magnetic conductivity increasing to keep the impedance of each PML sub-layer constant. Improvement in the effectiveness of the PML in the 2D Helmholtz equation based FDFD is attained by distributing the material dependence over three sub-layers according to the formula [8, 47]

\[
\frac{E_{i+1,j}k'_{i-1/2} - E_{i,j}(k'_{i+1/2} + k'_{i-1/2}) + E_{i-1,j}k'_{i+1/2}}{k'_{i+1/2}k'_{i-1/2}\Delta^2} + \frac{E_{i,j+1} - 2E_{i,j} + E_{i,j-1}}{\Delta^2} + k_0^2(x, y)E_{i,j} = 0
\]

(3.4)

for a PML ABC at \( x = 0 \) or \( x = x_{\text{Max}} \), where the relative wavenumber is \( k'_i = 1 - j\sigma_i/\omega\varepsilon_0 \) for the \( i \)th sub-layer with PML conductivity \( \sigma_i = \sigma_0(1/N)^p \). A good choice of PML parameters is \( n = 8 \) and \( \sigma_0 = 0.021/\Delta \), and \( p = 3.7 \) [46]. The background wavenumber \( k_0(x, y) = \omega\sqrt{\mu\varepsilon} \) for background material permittivity \( \varepsilon \) and permeability \( \mu \).

To compute the scattered fields due to plane wave incidence on a target in a lossy half-space, the incident field in the nominal planar half-space is first determined analytically, using the standard transmission formulas. Then this field across the
support of both the target and the nonplanar interface perturbations is used as the excitation. That is, the source-free Helmholtz equation for total field,

$$[\nabla^2 + k^2(x, y)]E^{tot}_z = 0$$  \hspace{1cm} (3.5)$$
is rewritten in terms of material variations from the constant soil background, $k(x, y) = k_{back} + k_{scat}$, and in terms of incident (in both the air and soil backgrounds) and scattered electric field, $E^{tot}_z = E^{inc}_z + E^{scat}_z$. Here $k_{back}$ is either $k_{air}$ or $k_{soil}$, and $k_{scat}$ is $k_{targ}$ over the support of the target, or $k_{air}$ or $k_{soil}$ over the surface perturbations. Since $E^{inc}_z$ solves the Helmholtz equation with background $k_{back}$, (1) becomes

$$[\nabla^2 + k^2_0(x, y)]E^{scat}_z = -[\nabla^2 + k^2_0(x, y)]E^{inc}_z$$

$$= -k^2_{soil}O(x, y)E^{inc}_z$$  \hspace{1cm} (3.6)$$

where the object function is given for various cases as:

$$O(x, y) = \begin{cases} \frac{(k_{targ}/k_{soil})^2 - 1}{(k_{air}/k_{soil})^2 - 1} & \text{over the target} \\ \frac{1 - (k_{air}/k_{soil})^2}{1 - (k_{air}/k_{soil})^2} & \text{over the surface depression} \\ \frac{1 - (k_{air}/k_{soil})^2}{1 - (k_{air}/k_{soil})^2} & \text{over the surface protrusion} \end{cases}$$  \hspace{1cm} (3.7)$$

for the cases when the scatterer is the buried target, a depression down into the nominal planar ground surface, or a protrusion up above the planar ground surface, respectively.

Note that this formulation is exact, unlike the Born approximation. Approximation is unnecessary, since FDFD calculates field values across the grid for all types of materials in any shape or form.

3.6.2 Target shape scattering characteristics

It is well known that sharp metallic corners are diffraction sources and that objects with corners scatter waves strongly. However, for low contrast nonmetallic objects, corners have a much smaller effect on scattered field. The degree of scattering by corners can be studied by examining the scattered fields throughout space. For the buried object problem, it has been suggested that by observing the corner scattered features, it would be possible to characterise the shape of the object. To test this conjecture, the fields can be modelled in and above the surface of a lossy dispersive soil model half-space.

The first row of Figure 3.18 shows the geometries of five representative buried two-dimensional scattering objects and their scattered fields for two test frequencies [9, 48]. In each case the target with material characteristics of TNT or plastic (dielectric constant $\varepsilon' = 2.9$, loss tangent $\tan \delta = 0.001$) is embedded in a half-space of material with electrical characteristics of dry sand ($\varepsilon' = 2.5$, loss tangent $\tan \delta = 0.01$) [10, 49]. The targets each have the same cross-sectional area of $\sim 100 \text{ cm}^2$, and are
First row: nominal geometry of five buried target shapes each with approximately the same area of $100 \text{ cm}^2$, 5 cm below ground surface. Soil assumed to be dry sand, targets modelled with electrical characteristics of TNT. Second row: real parts of fields scattered from the target shapes for 500 MHz excitation. Third row: real parts of fields scattered for 1 GHz excitation.

The second row of Figure 3.18 shows the real part of the field scattered by each object in the sand half-space background due to a 500 MHz normally incident plane wave. Note that the field incident in the air above the ground surface (indicated by 0 on the vertical axes), the field specularly reflected from this interface, and the plane wave field transmitted through the interface, have all been suppressed to show the scattering field details. The real part of the scattered field is shown rather than its magnitude because it more clearly shows the wave behaviour. With intensity represented by shades of fill, it is clear that at 500 MHz there is almost no observable difference between targets with corners, smooth sides, flat reflective surfaces or concavities. Although the scattered field above the ground surface is fairly strong, providing detection information, it is practically impossible to distinguish the various targets from their scattered fields.

The third row of Figure 3.18 shows the scattered field for a 1 GHz normally incident plane wave. For this frequency, there are noticeable differences in the scattered
fields, but also the intensity of the waves above the ground surface is much lower than for the 500 MHz case. This is shown quantitatively in Figure 3.19, which gives the magnitude of the field exactly at the planar ground surface. The differences between the scattered fields are clear only at the higher frequency, but the overall scattered intensity is twice to six times smaller than for the 500 MHz excitation.

3.6.3 Rough surface modelling results

For the idealised geometry with a perfectly planar ground surface boundary, it would indeed be possible to identify objects with corners and to determine their orientations - as well as distinguish manmade from irregular objects - with increasingly higher frequency excitation. In the field, however, the ground is never flat. Surface roughness must be incorporated into the scattering analysis.

To study the clutter effects of rough ground surface on the target-scattered signal as a function of frequency, a series of 2D simulations were conducted. Figure 3.20 shows a depth cross-section of a typical geometry incorporating a rectangular mine-like target nominally buried 10 cm in sand, under a surface with an average height variation of 1 cm. The surface roughness curve has relatively small derivatives (never very steep) and is not correlated with the buried target position.

The field scattered from this rough surface scenario is compared to two other scattering geometries: first, the rectangular target buried below an ideal planar sand surface, and second just the rough surface alone, without the target. In each case the excitation is a normally incident plane from above with one of four possible frequencies: 480, 960, 1920 and 3840 MHz. Figure 3.21 shows the scattered wave pattern for 480 MHz excitation. The upper left plot in Figure 3.21 (and the three subsequent figures) is the planar boundary case, representing the scattered field with the analytically determined waves incident, reflected and transmitted from the planar ground surface suppressed.
Figure 3.20  Geometry of cross-section of sand with rough surface and buried TNT target used for 2D FDFD plane wave simulation

Figure 3.21  Scattered 480 MHz field from the rectangular TNT target in a sand half-space

a  Planar boundary; b  rough boundary; c  the field scattered from just the rough surface perturbations without the mine target; d  the numerical difference between the fields of b and c
The upper right image in Figure 3.21 indicates the scattered field for the rough surface with the target. Again the analytically determined incident, reflected and transmitted fields have been removed, showing the scattering due to the perturbations of the rough surface along with that of the target. It is these depressions and protrusions of the rough surface which give rise to the confusing clutter in realistic detection applications. Since the contrast ratio between the target and the sand background is about 0.85 while the ratio between sand and air is 2.5, the random surface scattering is predominant. This effect is clearly shown by observing the lower left image in Figure 3.21, which shows the scattering from just the rough surface alone.

The difference between the fields of Figure 3.21 b and c gives the field scattered by just the mine under the rough surface. Although this scattered field pattern is similar to the ideal planar interface case of Figure 3.21a, it is important to realise that it is generally unavailable, since the field scattered by the rough surface separately, without a target, cannot be measured.

Figure 3.22 shows the same set of scattered field calculations for 960 MHz excitation. In the upper left image, Figure 3.22a, the shape of the rectangular target is

![Figure 3.22 Scattered 960 MHz field from the rectangular TNT target in a sand half-space](image)

- a Planar boundary; b rough boundary; c the field scattered from just the rough surface perturbations; d the numerical difference between the fields of b and c
becoming more clearly discernible than at 480 MHz. However, the waves scattered by the same rough surface perturbations are becoming dominant. The difference field in Figure 3.22\textit{d} still resembles the ideal field of Figure 3.22\textit{a}, and would help to characterise the target as a rectangular anomaly, but this target scattered field is significantly less intense than the rough surface only scattered field of Figure 3.22\textit{c}.

Doubling and redoubling the frequency to consider the possible target characterisation improvements results in the images of Figures 3.23 and 3.24. Here, both the ideal planar ground surface target scattered field and the numerical difference field images, Figure 3.23\textit{a}, \textit{d} and Figure 3.24\textit{a}, \textit{d} show quite recognisable scattering features. The forward scattered field clearly delineates the wide rectangular shape, and the backscattered field shows the interference effects from the finite top surface of the flat target. However, in both the 1920 and 3840 MHz cases, the field scattered from the rough surface perturbations overwhelms the target-scattered field. Even though the bulk of the reflected signal – that due to reflection from the nominal planar interface – has been removed, the roughness itself adds so much clutter that it is not possible to observe any target signal in its presence. The fields above the ground with and without the target, Figure 3.23\textit{b}, \textit{c} for 1920 MHz, and Figure 3.24\textit{b}, \textit{c} for 3840 MHz, are indistinguishable from each other.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image}
\caption{Scattered 1920 MHz field for the geometry of Figure 3.21}
\end{figure}
3.6.4 Summary

By increasing the illuminating frequency of ground penetrating radar, the resolving capability of an ideal underground sensing and imaging system improves. However, as the incident field wavelength shortens, the random rough ground surface perturbations become more significant.

The calculated scattered fields from various two-dimensional nonmetallic mine-like target shapes indicate that, although the target models are relatively simple, there is very little shape-distinguishing feature information available when the incident wave is at the typical GPR frequency of 500 MHz. At 1 GHz, shape features of 10 cm wide targets are quite evident, but a wide aperture (~50 cm) of multiple sensors across the ground surface is needed to measure the variations of scattered field. Clearly, for nonmetallic anti-personnel mine detection, frequencies above 500 MHz must be employed if there is to be any hope of distinguishing mines in terms of the shape of target anomalies in soil.

When the frequency of illumination becomes too high relative to the average size of the rough ground height variations, the fields scattered from these perturbations dominate the scattered field. Since the clutter field due to the random roughness cannot be measured or determined separately from the target, nor can its specific distribution be predicted, it will always overwhelm the target signal at higher frequencies.
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3.7 Summary

The modelling of the GPR situation ranges from a simple consideration of the time domain signatures of multiple reflecting layers based on a transmission line approach to full three-dimensional SAR modelling. This Chapter has provided an initial insight into the range of the approaches that have been taken to predicting the reflected signals and fields from buried targets. Modelling of the GPR situation has significantly advanced over the past decade and some realistic field predictions are being generated. Section 3.5 notes that there are many different modelling methods including ray tracing, integral techniques (MOM – method of moments) and discrete element methods. However, the finite-difference time-domain (FDTD) technique has become one of the most common in the past few years, particularly with the rapid increase in accessible and inexpensive computational resources. The resources required to create effective models should be considered at the onset of a project as the simple methods described in Sections 3.3 and 3.4 can often yield useful insights into the basic capability of a particular GPR system performance. Section 3.6 provides a valuable insight into surface roughness effects, and this is of critical importance in assessing GPR performance as surface topography is often a limiting factor to performance. As the models become more sophisticated the effect of clutter will be included and this will allow more truly representative modelling of the GPR situation to take place. There is a need to devise equivalent clutter models to those that describe sea states for conventional naval radars. This will allow better prediction of the signal to clutter performance of GPR systems.
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Chapter 4

Properties of materials

4.1 Introduction

A significant number of researchers have extensively investigated the dielectric properties of earth materials. They have shown experimentally that for most materials which constitute the shallow sub-surface of the earth, which in this case is taken to be a zone of depths of 100 m or less, the attenuation of electromagnetic radiation rises with frequency and that at a given frequency wet materials exhibit a higher loss than dry ones. From this generalisation a number of predictions can be made relating to the performance of a surface-penetrating radar system. Before this can be done it is necessary to understand those characteristics of materials which affect both the velocity of propagation and attenuation.

An order of magnitude indication of the basic dielectric characteristics of various materials can be gauged from Table 4.1, which shows their conductivity and relative permittivity measured at a frequency of 100 MHz. The velocity of propagation is primarily governed by the relative permittivity of a material, which depends primarily upon its water content. At low microwave frequencies, including the range over which surface-penetrating radar systems operate, water has a relative permittivity of ~80, while the solid constituents of most soils and man-made materials have, when dry, a relative dielectric constant $\varepsilon_r$ in the range 2 to 9. The measured values of $\varepsilon_r$ for soils and building materials lie mainly in the range 4 to 40. The absolute permittivity also varies with frequency, but is generally sensibly constant for most materials over the range of frequencies utilised for surface-penetrating radar work. The attenuation of a material is a more complex relationship and will be discussed in more detail in subsequent Sections of this Chapter.

The physical models which are used to predict the propagation of electromagnetic waves in dielectric materials have two main sources: electromagnetic wave theory and geometrical optics. The latter method is only relevant when the wavelength of the electromagnetic radiation employed is considerably shorter than the dimensions of the object or medium being illuminated and when the materials involved can be
Table 4.1 Typical range of dielectric characteristics of various materials measured at 100 MHz

<table>
<thead>
<tr>
<th>Material</th>
<th>Conductivity, Sm(^{-1})</th>
<th>Relative permeability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Asphalt dry</td>
<td>(10^{-2} : 10^{-1})</td>
<td>2-4</td>
</tr>
<tr>
<td>Asphalt wet</td>
<td>(10^{-3} : 10^{-1})</td>
<td>6-12</td>
</tr>
<tr>
<td>Clay dry</td>
<td>(10^{-1} : 10^{-0})</td>
<td>2-6</td>
</tr>
<tr>
<td>Clay wet</td>
<td>(10^{-1} : 10^{-0})</td>
<td>5-40</td>
</tr>
<tr>
<td>Coal dry</td>
<td>(10^{-3} : 10^{-2})</td>
<td>3.5</td>
</tr>
<tr>
<td>Coal wet</td>
<td>(10^{-3} : 10^{-1})</td>
<td>8</td>
</tr>
<tr>
<td>Concrete dry</td>
<td>(10^{-3} : 10^{-2})</td>
<td>4-10</td>
</tr>
<tr>
<td>Concrete wet</td>
<td>(10^{-2} : 10^{-1})</td>
<td>10-20</td>
</tr>
<tr>
<td>Freshwater</td>
<td>(10^{-6} : 10^{-2})</td>
<td>81</td>
</tr>
<tr>
<td>Freshwater ice</td>
<td>(10^{-4} : 10^{-3})</td>
<td>4</td>
</tr>
<tr>
<td>Granite dry</td>
<td>(10^{-8} : 10^{-6})</td>
<td>5</td>
</tr>
<tr>
<td>Granite wet</td>
<td>(10^{-3} : 10^{-2})</td>
<td>7</td>
</tr>
<tr>
<td>Limestone dry</td>
<td>(10^{-8} : 10^{-6})</td>
<td>7</td>
</tr>
<tr>
<td>Limestone wet</td>
<td>(10^{-2} : 10^{-1})</td>
<td>8</td>
</tr>
<tr>
<td>Permafrost</td>
<td>(10^{-5} : 10^{-2})</td>
<td>4-8</td>
</tr>
<tr>
<td>Rock salt dry</td>
<td>(10^{-4} : 10^{-2})</td>
<td>4-7</td>
</tr>
<tr>
<td>Sand dry</td>
<td>(10^{-7} : 10^{-3})</td>
<td>2-6</td>
</tr>
<tr>
<td>Sand wet</td>
<td>(10^{-3} : 10^{-2})</td>
<td>10-30</td>
</tr>
<tr>
<td>Sandstone dry</td>
<td>(10^{-6} : 10^{-5})</td>
<td>2-5</td>
</tr>
<tr>
<td>Sandstone wet</td>
<td>(10^{-4} : 10^{-2})</td>
<td>5-10</td>
</tr>
<tr>
<td>Sea water</td>
<td>(10^2)</td>
<td>81</td>
</tr>
<tr>
<td>Sea-water ice</td>
<td>(10^{-2} : 10^{-1})</td>
<td>4-8</td>
</tr>
<tr>
<td>Shale dry</td>
<td>(10^{-3} : 10^{-2})</td>
<td>4-9</td>
</tr>
<tr>
<td>Shale saturated</td>
<td>(10^{-3} : 10^{-1})</td>
<td>9-16</td>
</tr>
<tr>
<td>Snow firm</td>
<td>(10^{-6} : 10^{-5})</td>
<td>6-12</td>
</tr>
<tr>
<td>Soil clay dry</td>
<td>(10^{-2} : 10^{-1})</td>
<td>4-10</td>
</tr>
<tr>
<td>Soil clay wet</td>
<td>(10^{-3} : 10^{-0})</td>
<td>10-30</td>
</tr>
<tr>
<td>Soil loamy dry</td>
<td>(10^{-4} : 10^{-3})</td>
<td>4-10</td>
</tr>
<tr>
<td>Soil loamy wet</td>
<td>(10^{-2} : 10^{-1})</td>
<td>10-30</td>
</tr>
<tr>
<td>Soil sandy dry</td>
<td>(10^{-4} : 10^{-2})</td>
<td>4-10</td>
</tr>
<tr>
<td>Soil sandy wet</td>
<td>(10^{-2} : 10^{-1})</td>
<td>10-30</td>
</tr>
</tbody>
</table>

considered to be electrical insulators. Optical theory is therefore most relevant to dry materials. Materials containing appreciable amounts of moisture will behave as conducting dielectrics, especially if the water contains ions. Most naturally occurring waters have some degree of ionic conduction and so act as aqueous electrolytes.

The variability of both material parameters and local geological conditions that is encountered in real life is such as to cause great difficulty in accurate prediction of propagation behaviour. This point should be noted when assessing the value of
predictive methods, as an accurate description by means of a theoretical approach may not adequately describe a situation with many degrees of freedom. Similarly, it is often difficult to replicate the bulk material electromagnetic characteristics of a material in laboratory conditions using test cells. Even if the moisture content is correctly replicated, differences in density between in-situ and laboratory samples are difficult to minimise.

This Chapter considers, in sub-Sections 4.1 to 4.4, the basic physics of soils in terms of SPR/GPR propagation. Sub-Section 4.5, contributed by Dr Jim Doolittle of USDA and Professor Mary Collins of the University of Florida, considers the suitability of soils for SPR/GPR surveying in detail. Sub-Section 4.7 considers the properties of man-made materials, in particular concrete. Finally, Section 4.8 considers laboratory methods (contributed by Dr Yi Huang of the University of Liverpool) and field techniques of measuring soil properties.

Although all ultra-wideband radars transmit energy over at least an octave frequency band it is possible to make an order of magnitude estimation of their performance based on the centre frequency of operation. The objective of this Chapter is to provide an introduction into those parameters of materials that affect the performance of surface-penetrating radars. The relatively standard treatment given in this Chapter will, of course, only provide a guide to system performance and it is possible to consider a more complex treatment. However, the experimental practitioner will soon realise that accurate modelling is difficult to achieve within any reasonable budget due to the degrees of freedom needed. For this reason a simplified treatment is considered an adequate introduction.

4.2 Propagation of electromagnetic waves in dielectric materials

Maxwell's equations are the foundation for the consideration of the propagation of electromagnetic waves. In free space the magnetic susceptibility and electric permittivity are constants; that is, they are independent of frequency and the medium is not dispersive. In a perfect dielectric no propagation losses are encountered and hence there is no consideration of the attenuation, which occurs in real dielectric media.

Plane waves are good approximations to real waves in many practical situations, particularly in low loss and resistive media such as dry limestone and sands. More complicated electromagnetic wave fronts can be considered as a superimposition of plane waves, and this method may be used to gain an insight into more complex situations.

As a starting point, electromagnetic wave propagation can be represented by a one-dimensional wave equation of the following form. Propagation is taken along the z-axis, with perpendicular electric \((E)\) and magnetic \((H)\) fields as shown in Figure 4.1.

\[
\frac{\partial^2 E}{\partial z^2} = \mu \varepsilon \frac{\partial^2 E}{\partial t^2}
\]
where the velocity of propagation is

$$v = \frac{1}{\sqrt{\mu \varepsilon}}$$

(4.2)

the velocity of light in free space is

$$c = \frac{1}{\sqrt{\mu_0 \varepsilon_0}}$$

(4.3)

where

- absolute magnetic susceptibility of free space, $\mu_0 = 1.26 \times 10^{-6} \text{ Hm}^{-1}$
- absolute electric permittivity of free space, $\varepsilon_0 = 8.86 \times 10^{-6} \text{ Fm}^{-1}$
- absolute magnetic susceptibility of medium, $\mu = \mu_0 \mu_r$
- absolute electric permittivity of medium, $\varepsilon = \varepsilon_0 \varepsilon_r$

and $\varepsilon_r$ is relative permittivity, having a value in the range 1 to 80 for most geological materials, and $\mu_r$ is relative magnetic susceptibility, being 1 for nonmagnetic geologic materials.

Hence,

$$v_r = \frac{c}{\sqrt{\varepsilon_r}}$$

(4.4)

The intrinsic impedance (the ratio of the electric to the magnetic field) of the medium is

$$\eta = \sqrt{\frac{\mu}{\varepsilon}}$$

(4.5)
A wave propagating in the positive $z$-direction in a perfect dielectric can be described by the following:

$$E(z) = E_0 e^{-jkz}$$  \hspace{1cm} (4.6)

where the phase constant,

$$k = \frac{\omega}{v} = \omega \sqrt{\mu \varepsilon} \text{ m}^{-1}$$  \hspace{1cm} (4.7)

This describes the change in phase per unit length for each wave component; it may be considered as a constant of the medium for a particular frequency and is then known as the wave number. It may also be referred to as the propagation factor for the medium.

The wavelength, $\lambda$, is defined as the distance the wave propagates in one period of oscillation. It is then the value of $z$ which causes the phase factor to change by $2\pi$:

$$k\lambda = 2\pi$$

Rearranging,

$$\lambda = \frac{2\pi}{\omega \sqrt{\mu \varepsilon}} = \frac{v}{f}$$  \hspace{1cm} (4.8)

This is the common relationship between wavelength, phase velocity and frequency. In optics it is common to utilise a refractive index, $\eta$, given by

$$\eta = \frac{c}{v} = \sqrt{\mu_r \varepsilon_r}$$  \hspace{1cm} (4.9)

taking $\mu_r = 1$ and $\eta = \sqrt{\varepsilon_r}$ for the frequency being considered.

Electromagnetic waves propagating through natural media experience losses, to both the electric ($E$) and magnetic ($H$) fields. This causes attenuation of the original electromagnetic wave. For most materials of interest in surface-penetrating radar the magnetic response is weak and need not be considered as a complex quantity, unlike the permittivity and conductivity. In the case of lossy dielectric materials, absorption of electromagnetic radiation is caused by both conduction and dielectric effects. It is not possible to distinguish, by measurement at a single frequency, the separate components of loss for such materials.

In general the complex permittivity, $\varepsilon$, and the complex conductivity, $\sigma$, may be expressed as:

$$\varepsilon = \varepsilon' - j\varepsilon''$$  \hspace{1cm} (4.10)

and

$$\sigma = \sigma' - j\sigma''$$  \hspace{1cm} (4.11)

where $\sigma'$ and $\sigma''$ are real parts, $\varepsilon'$ and $\varepsilon''$ are imaginary parts and $j = \sqrt{-1}$.

The nature of the parameter $\varepsilon'$ relates to the electric permittivity, which may also be expressed in terms of relative permittivity. The parameter $\varepsilon''$ relates to losses associated with both conductivity and frequency. For practical purposes at frequencies
up to 1 GHz and conductivities below 0.1 Sm\(^{-1}\) the effect of the \(\varepsilon'\) term will be small and is commonly disregarded (i.e., \(\varepsilon\) taken as the real components \(\varepsilon', \varepsilon''\)) in such circumstances.

When measurements are made on a conducting dielectric, the parameters measured are the apparent permittivity and apparent conductivity:

\[
\bar{\varepsilon} = \varepsilon' - j\varepsilon'' \\
\bar{\sigma} = \sigma' - j\sigma''
\]  

(4.12)  

(4.13)

The behaviour of a material may be specified either by its apparent permittivity or, equivalently, by its apparent conductivity, since

\[
\bar{\sigma} = j\omega\bar{\varepsilon}
\]  

(4.14)

In terms of wave propagation equations, \(\varepsilon\) and \(\sigma\) always occur in the combination

\[
\sigma + j\omega\varepsilon = \sigma' - j\omega\varepsilon'
\]  

(4.15)

where \(\sigma'\) is the real effective conductivity and \(\varepsilon'\) is the real effective permittivity:

\[
\sigma' = \sigma' - \omega\varepsilon'' \\
\varepsilon' = \varepsilon' - \frac{\sigma''}{\omega}
\]  

(4.16)  

(4.17)

From (4.5) the propagation of an electromagnetic field \(E_0\) originating at \(z = 0, t = 0\) in a conducting dielectric can be described by \(E(z,t)\) at a distance, \(z\), and time, \(t\), by

\[
E(z,t) = E_0 e^{-az} e^{j(\omega t - \beta z)}
\]  

(4.18)

The first exponential function is the attenuation term and the second the propagation term.

From the first exponential function it is seen that at a distance \(z = 1/\alpha\) the attenuation is \(1/e\). This distance is known as the skin depth, \(d\), and provides an indication of the penetration depth of a surface-penetrating radar system. However, there are a number of other factors which influence the effective penetration depth, notably the strength of reflection from the target sought and the degree of clutter suppression of which the system is capable. These may reduce the calculated performance and must also be considered.

In general the parameters of interest for sub-surface radar applications are the attenuation and velocity of wave propagation.

In a conducting dielectric the phase constant is complex and is

\[
k = \omega\sqrt{\mu(\varepsilon' - j\varepsilon'')} 
\]  

(4.19)

The wave number may be separated into real and imaginary parts:

\[
jk = \alpha + j\beta = j\omega\sqrt{\mu\varepsilon'(1 - j\frac{\varepsilon''}{\varepsilon'})}
\]  

(4.20)

where \(\alpha\) is the attenuation factor and \(\beta\) is the phase constant.
The parameters $\alpha$ and $\beta$ can be related to $\sigma$ and $j \omega \varepsilon$, giving expressions for $\alpha$ and $\beta$ as shown below:

\[
\alpha = \omega \sqrt{\frac{\mu \varepsilon'}{2} \sqrt{1 + \left(\frac{\varepsilon''}{\varepsilon'}\right)^2} - 1} \quad \beta = \omega \sqrt{\frac{\mu \varepsilon'}{2} \sqrt{1 + \left(\frac{\varepsilon''}{\varepsilon'}\right)^2} + 1}
\] (4.21)

The dimensionless factor $\varepsilon''/\varepsilon'$ is more commonly termed the material loss tangent.

The above expressions may be rearranged to provide the attenuation constant $\alpha$ in dB m$^{-1}$ and the wave velocity, $v$, in ms$^{-1}$.

It can be seen from the above expressions that the attenuation constant of a material is, to a first order, linearly related (in dB m$^{-1}$) to frequency. It is not sufficient to consider only the low frequency conductivity $\sigma_0$ when attempting to determine the loss tangent over the frequency range $1 \times 10^7$ to $1 \times 10^{10}$ Hz. In the case of a material that is dry and relatively lossless, it may be reasonable to consider that $\tan \delta$ is constant over that frequency range. However, for materials that are wet and lossy such an approximation is invalid, as

\[
\tan \delta = \frac{\sigma' + \omega \varepsilon''}{\omega \varepsilon' - \varepsilon''}
\] (4.22)

It is important to consider the magnitude of $\sigma''$ and $\varepsilon''$ in attempting to determine the value of $\tan \delta$. In general for lossy earth materials $\tan \delta$ is large at low frequencies, exhibits a minimum at $\sim 1 \times 10^8$ Hz and increases to a maximum at several GHz, remaining constant thereafter. Accurate determination of attenuation must therefore consider all the coefficients, which comprise the expression for $\tan \delta$. It should be noted that the complex dielectric constant, and hence the loss factor, of a soil is affected by both temperature and water content. The general effect of increasing the temperature is to reduce the frequency of the dielectric relaxation, while increasing the water content also increases the value of the loss factor while shifting its peak frequency down. It is observed that the frequency of the maximum dielectric loss of the water relaxation in soils is reduced and occurs over a more limited frequency range when compared with conductive water. $\tan \delta$ can increase with frequency over the range $1 \times 10^8$ to $1 \times 10^{10}$ Hz as the dipolar losses associated with the water content of the material become more significant and the conductivity losses reduce.

\[
\tan \delta = \text{conductivity losses} + \text{dipolar losses}
\]

\[
\tan \delta = \frac{\sigma_{dc}}{\omega \varepsilon_0 \varepsilon_r} + \frac{\varepsilon''}{\varepsilon'}
\] (4.23)

An approximation which enables an order of magnitude indication is that when $\sigma$ is small

\[
\tan \delta \approx \frac{\sigma'}{\omega \varepsilon'}
\] (4.24)
Figure 4.2 Dielectric losses as a function of frequency in Hz for a medium loss soil

Figure 4.3 Material attenuation as a function of frequency for a medium loss soil

It is necessary to determine the dipolar losses from a consideration of the dielectric relaxation spectrum of the soil/water mixture under consideration. Typically for a mixture of sandy-clay soils (60% sand and 15% clay) with a water content of 25% the following losses could be expected. The dielectric mixture model as described by Peplinski et al. [1] is strictly applicable only over the range 0.3–1.3 GHz, although the original model developed by Hallikainen et al. [2] covered the range 1.4 to 18 GHz. A graph of dielectric losses for a medium loss soil is shown in Figure 4.2. Therefore its accuracy is limited to that frequency range. However, it gives a good insight into the wideband characteristics of soils.

A MathCAD™ worksheet to explore the dielectric loss characteristics of soils is provided in dielectric losses, and the reader is encouraged to vary the soil and water parameters as required.

A graph of attenuation versus frequency for such a material is shown in Figure 4.3 and the dielectric properties in Figure 4.4.
The velocity of propagation is also slowed by an increase of loss tangent as well as relative dielectric constant,

\[ v = c \left[ \frac{\varepsilon'_e}{2\varepsilon_0} \left( \sqrt{1 + \tan^2 \delta} + 1 \right) \right]^{\frac{1}{2}} \]

(4.25)

However, \( \tan \delta \) must be significantly greater than 1 for any slowing to occur, and it is reasonable to assume that for

\[ \tan \delta < 1 \]

\[ v = \frac{c}{\sqrt{\epsilon_r}} \]

(4.26)

In any estimation of received signal level it is necessary to consider the coefficients of reflection and transmission as the wave passes through the dielectric to the target as shown in Figure 4.5.

To do this we need to consider the intrinsic impedance of the various materials.

The intrinsic impedance of a medium is the relationship between the electric field, \( E \), and the magnetic field, \( H \):

\[ \eta = \frac{E}{H} \]

(4.27)
Figure 4.5 Multi-layer dielectric

\( \eta \) is a complex quantity that is calculated according to

\[
\eta = \sqrt{\frac{-j \omega \mu}{\sigma - j \omega \varepsilon}} \quad (4.28)
\]

The intrinsic impedance of the medium becomes

\[
\eta = \sqrt{\frac{\mu}{\varepsilon}} = \sqrt{\mu \left(\varepsilon' \left(1 - j \frac{\varepsilon'}{\varepsilon''}\right)\right)^{-\frac{1}{2}}} \quad (4.29)
\]

At the boundary between two media, some energy will be reflected and the remainder transmitted. The reflected field strength is described by the reflection coefficient, \( r \):

\[
r = \frac{\eta_2 - \eta_1}{\eta_2 + \eta_1} \quad (4.30)
\]

where \( \eta_1 \) and \( \eta_2 \) are the impedances of medium 1 and 2, respectively.
where $\varepsilon_r$ is the relative permittivity of the medium.

The reflection coefficient has a positive value when $\varepsilon_{r2} > \varepsilon_{r1}$, such as where an air-filled void exists in a dielectric material. The effect on a pulse waveform is to change the phase of the reflected wavelet so that targets with different relative dielectric constants to the host material show different phase patterns of the reflected signal. However, the amplitude of the reflected signal is affected by the propagation dielectric of the host material, the geometric characteristics of the target and its dielectric parameters, as indicated in Figure 4.6.

Figures 4.7 and 4.8 show the predicted relative received signal at frequencies of 100 MHz and 1 GHz for a planar interface, where the first layer relative dielectric constant is 4. The second layer relative dielectric constant is 16 and has a loss tangent of 0.05.

The previous description is an elementary description of a situation, which is described with considerably more precision by Wait [3] and King et al. [4].

Wait initially considers the one-dimensional case of propagation of a transient field in a homogeneous infinite medium with conductivity $\sigma$, dielectric constant $\varepsilon$ and permeability $\mu$.

Wait's general method is to determine the form of the magnetic and electric fields at a distance from the source point. The transient fields are represented as Fourier integrals and, in the case where the driving function is a unit impulse, the time domain characteristics of the far field response are derived. Wait further develops the general approach for the case of a dipole on a dielectric half-space and concludes that the main feature of propagation in conducting media is that the waveform changes its shape as it propagates away from the source. As a consequence resolution is severely degraded. However, this loss of fidelity could also be used as an indicator of distance travelled.

King and Wu [4] treat the situation of the propagation of a radar pulse in sea water in similar general manner and draw a parallel to the treatment by Brillouin [5] and Sommerfeld [6] of the propagation of optical pulses in a linear, causally dispersive medium and in an updated form by Oughstrun [7]. King considers analytically the case of the near field generated by the rectangular pulse modulated current in an
Figure 4.7 Received signal level against range at 100 MHz

\[ \tan \delta = 2.1 \times 10^{-3}, 1.05 \times 10^{-2}, 1.7 \times 10^{-2}, 2.4 \times 10^{-2} \text{ and } 2.9 \times 10^{-2} \]

The effects occur at different frequencies, which creates a frequency dependency in the dielectric properties of these materials. Figure 4.10 illustrates the changes which take place in the relative permittivity, and the dielectric loss factor, over an extremely
Figure 4.8  Received signal level against range at 1 GHz
\[ \tan \delta = 2.1 \times 10^{-6}, 1.05 \times 10^{-5}, 1.9 \times 10^{-5}, 2.7 \times 10^{-5} \text{ and } 3.6 \times 10^{-5} \]

Figure 4.9  Origin of dielectric losses in heterogeneous materials containing water (after De Loor [10])
wide frequency range. In this idealized representation, the relative permittivity effectively remains constant at high and low frequencies. However, there is a transition region over an intermediate frequency band where the dielectric properties change significantly with frequency. This region is of particular interest when it occurs in the microwave band. In the regions of electronic resonance (∼10^{15} Hz) occur at frequencies far higher than those associated with surface-penetrating radar. Therefore, they need not be considered any further in relation to the frequency range of interest.

The relaxation phenomenon portrayed relates to the disturbance of polar molecules by an impressed electric field, each molecule experiencing a force that acts to orientate the permanent dipole moment characteristic of the molecule parallel to the direction of the applied electric field. This force is opposed by thermodynamic forces. If an alternating electric field is applied, the individual molecules will be induced to rotate in an oscillatory manner about an axis through their centres, the inertia of the molecules preventing them from responding instantaneously. Similar translational effects can occur. The polarisation produced by an applied field (such as a propagating radar wave) is closely related to the thermal mobility of the molecules and is, therefore, strongly temperature dependent. In general, the relaxation time (which may be expressed as a relaxation frequency) depends on activation energy, the natural frequency of oscillation of the polarised particles, and on temperature. Relaxation frequencies vary widely between different materials. For example, maximum absorption occurs at very low frequencies in ice (10^3 Hz), whereas it takes place in the microwave region in water (10^6−10^{10} Hz). Thus, the effects of this phenomenon could have a direct bearing upon the dielectric properties of materials at the frequencies employed by surface-penetrating radars, especially if moisture is present within a material. There are a number of other mechanisms, which cause a separation of positively and negatively charged ions resulting in electric polarisation. These mechanisms can be associated with ionic atmospheres surrounding colloidal particles (particularly clay minerals), absorbed water and pore effects, as well as interfacial phenomena between particles.

Figure 4.10  Schematic diagram of the complex relative permittivity relaxation region (atomic and electronic resonance regions) $\varepsilon_r' = \varepsilon_r' - j\varepsilon_r''$. 

[Diagram showing the complex relative permittivity with labels $\varepsilon_r$, $\varepsilon_r'$, $\varepsilon_r''$, $\delta_{rs}$, $\delta_{rs}$. Log frequency, Hz on the x-axis, complex relative permittivity on the y-axis.]

Ground penetrating radar
This behaviour is illustrated in Figure 4.11, which shows the complex behaviour of a silty clay soil over the frequency range $10^3$ to $10^{11}$ Hz.

Although the above is a basic description of a complex subject it does serve to explain the frequency dependent nature of the dielectric properties of the materials involved. This implies that there will be some variation in the velocity of propagation with frequency. Dielectrics exhibiting this phenomenon are termed dispersive. In this situation, the different frequency components within a broadband radar pulse would travel at slightly different speeds, causing the pulse shape to change with time. However, the propagation characteristics of octave band radar signals remain largely unaffected, and most commercial surface-penetrating radar systems fall into this category.

The determination of the dielectric properties of earth materials remains largely experimental. Rocks, soils and concrete are complex materials composed of many different minerals in widely varying proportions, and their dielectric parameters may differ greatly even within materials, which are nominally similar. Most earth materials contain moisture, usually with some measure of salinity. Since the relative permittivity of water is of the order of 80, even small amounts of moisture cause a significant increase of the relative permittivity of the material. An indication of the effect of moisture content on the relative permittivity of rock is shown in Figure 4.12.

A large number of workers have investigated the relationships between the physical, chemical and mechanical properties of materials and their electrical and in particular microwave properties. In general they have sought to develop suitable
models to link the properties of the material to its electromagnetic parameters. Such models provide a basis for understanding the behaviour of electromagnetic waves within these media.

The influence of moisture content upon the dielectric properties of earth materials is significant and is well documented in the literature. Extensive measurements at 450 MHz and 35 GHz were made by Campbell and Ulrichs [13] on dry mineral and rock samples. The difference between the apparent permittivity at the two frequencies was small, supporting their conclusion that dry materials have no measurable dispersion at microwave frequencies. The relative permittivity varied from 2.5 for low-density rock types to 9.5 for high-density basaltic rocks, and the loss tangent (\(\tan \delta\)) was \(<0.1\). Von Hippel [14] reports a series of measurements on soils at various water contents up to frequencies of 10 GHz. When the water content of his samples exceeded 10% by weight, a substantial decrease in relative permittivity and an increase in the loss tangent was observed at frequencies between 100 MHz and 10 GHz. This dispersion is considered to be due to the dielectric relaxation of water in soils.

There are a number of methods of classifying soils, and the Soil Survey of England and Wales classifies soil particles as shown in Table 4.2; see also Figure 4.13.
Table 4.2 Soil textural classification

<table>
<thead>
<tr>
<th>Soil textual class</th>
<th>Diameter, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>clay</td>
<td>&lt;0.002</td>
</tr>
<tr>
<td>silt</td>
<td>0.002 to 0.06</td>
</tr>
<tr>
<td>fine sand</td>
<td>0.02 to 0.06</td>
</tr>
<tr>
<td>medium sand</td>
<td>0.06 to 0.2</td>
</tr>
<tr>
<td>coarse sand</td>
<td>0.06 to 2</td>
</tr>
<tr>
<td>stones</td>
<td>&gt;2</td>
</tr>
</tbody>
</table>

Figure 4.13 Triangular diagram of soil textural classes
Table 4.3  Attenuation and relative dielectric constant of various materials measured at 100 MHz

<table>
<thead>
<tr>
<th>Material</th>
<th>Attenuation, dB m^{-1}</th>
<th>Relative permittivity range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Asphalt dry</td>
<td>2–15</td>
<td>2–4</td>
</tr>
<tr>
<td>Asphalt wet</td>
<td>2–20</td>
<td>6–12</td>
</tr>
<tr>
<td>Clay dry</td>
<td>10–50</td>
<td>2–6</td>
</tr>
<tr>
<td>Clay wet</td>
<td>20–100</td>
<td>5–40</td>
</tr>
<tr>
<td>Coal dry</td>
<td>1–10</td>
<td>3.5</td>
</tr>
<tr>
<td>Coal wet</td>
<td>2–20</td>
<td>8</td>
</tr>
<tr>
<td>Concrete dry</td>
<td>2–12</td>
<td>4–10</td>
</tr>
<tr>
<td>Concrete wet</td>
<td>10–25</td>
<td>10–20</td>
</tr>
<tr>
<td>Freshwater</td>
<td>0.01</td>
<td>81</td>
</tr>
<tr>
<td>Freshwater ice</td>
<td>0.1–2</td>
<td>4</td>
</tr>
<tr>
<td>Granite dry</td>
<td>0.5–3</td>
<td>5</td>
</tr>
<tr>
<td>Granite wet</td>
<td>2–5</td>
<td>7</td>
</tr>
<tr>
<td>Limestone dry</td>
<td>0.5–10</td>
<td>7</td>
</tr>
<tr>
<td>Limestone wet</td>
<td>1–20</td>
<td>8</td>
</tr>
<tr>
<td>Permafrost</td>
<td>0.1–5</td>
<td>4–8</td>
</tr>
<tr>
<td>Rock salt dry</td>
<td>0.01–1</td>
<td>4–7</td>
</tr>
<tr>
<td>Sand dry</td>
<td>0.01–1</td>
<td>2–6</td>
</tr>
<tr>
<td>Sand wet</td>
<td>0.5–5</td>
<td>10–30</td>
</tr>
<tr>
<td>Sandstone dry</td>
<td>2–10</td>
<td>2–5</td>
</tr>
<tr>
<td>Sandstone wet</td>
<td>4–20</td>
<td>5–10</td>
</tr>
<tr>
<td>Sea water</td>
<td>100</td>
<td>81</td>
</tr>
<tr>
<td>Sea-water ice</td>
<td>1–30</td>
<td>4–8</td>
</tr>
<tr>
<td>Shale dry</td>
<td>1–10</td>
<td>4–9</td>
</tr>
<tr>
<td>Shale saturated</td>
<td>5–30</td>
<td>9–16</td>
</tr>
<tr>
<td>Snow firm</td>
<td>0.1–2</td>
<td>6–12</td>
</tr>
<tr>
<td>Soil clay dry</td>
<td>0.3–3</td>
<td>4–10</td>
</tr>
<tr>
<td>Soil clay wet</td>
<td>5–50</td>
<td>10–30</td>
</tr>
<tr>
<td>Soil loamy dry</td>
<td>0.5–3</td>
<td>4–10</td>
</tr>
<tr>
<td>Soil loamy wet</td>
<td>1–6</td>
<td>10–30</td>
</tr>
<tr>
<td>Soil sandy dry</td>
<td>0.1–2</td>
<td>4–10</td>
</tr>
<tr>
<td>Soil sandy wet</td>
<td>1–5</td>
<td>10–30</td>
</tr>
</tbody>
</table>

Table 4.3 provides an indication of the electromagnetic characteristics of a number of earth materials for typical operating frequencies utilised for surface-penetrating radar work.

In many instances the potential variation in the velocity of wave propagation over the frequency range of interest would be small and will be ignored. It would only be considered in special circumstances, perhaps where relative indications were required about major variations in the moisture content of a material. In general it is not possible to make a reliable estimate of propagation velocity or relative permittivity in a medium.
from a single measurement without trial holing or other supplementary information. Even in the case where a measurement is carried out at one location, it is often found that significant variations in velocity will occur within comparatively short distances from the original location. This can lead to significant errors in the estimation of depths of reflectors or thickness of layers. One procedure which overcomes this limitation is known as common depth point surveying, which utilises two antennas in bistatic operation at a number of transmit and receive positions.

In the following Sections the characteristics of the various mediums that might be investigated by surface-penetrating radar are considered in more detail.

4.4 Water, ice and permafrost

The principal loss mechanism in rocks and soils, certainly at frequencies over 500 MHz, is the absorption of energy by water present in the pores. The dielectric relaxation properties of water are described well by a Debye relaxation with a single relaxation time [12]. Pure liquid water at 0°C exhibits a maximum absorption at 9.0 GHz; this increases as temperature rises, with the maximum absorption occurring at 14.6 GHz at 10°C. Figure 4.14 shows the dielectric relaxation spectrum for water at two temperatures [15].

A useful introductory summary of the properties of water, both liquid and solid, is provided by King and Smith [16], while Pottel [17] reviews the topic of aqueous electrolytes. All water encountered in earth materials has some degree of ionic conduction, and Pottel’s treatment gives useful quantitative information to enable calculations to be made of the frequency dependence of dielectric properties. Cole and Cole [18] in a classic paper proposed a modified Debye relaxation equation for liquid water containing free ions. An indication of the variation in permittivity for a solution of NaCl and pure water is for values of $\varepsilon_s$ between 63 and 73 and values of $\varepsilon_\infty$ between 5 and 6. It has been found that the quoted range of values for $\varepsilon_\infty$ is common to water and all aqueous solutions.

The dielectric properties of naturally occurring water (or ice) can be adequately described by the Debye theory or its modification when there is knowledge of its temperature and low frequency conductivity, with the other constants needed in the calculation being available in the literature. The velocity of wave propagation is slowed substantially with increasing ionic concentrations. This has the most pronounced influence at frequencies below 200 MHz, and above this frequency the wave velocity closely approaches that of pure water. At high conductivities the attenuation rises with frequency and there is no plateau in the loss curve before the rise due to resonance absorption takes place (De Loor [10] and Figure 4.10).

An understanding of the dielectric properties of water enables the propagation of electromagnetic waves to be assessed in a range of earth and construction materials. The principal loss mechanism in soils and rocks for frequencies above ~500 MHz is the absorption of energy by water in the pores. If the water content is large enough the permittivity of the material may be determined firstly by the dielectric properties of water and to a second order by those of the dry material.
For many applications the real effective permittivity and conductivity may be assumed to be
\[
\begin{align*}
\varepsilon_e' &= \varepsilon' \\
\sigma_e' &= \sigma_{dc} + \omega \varepsilon''
\end{align*}
\] (4.32)
where \(\sigma_{dc}\) is the DC conductivity and \(\varepsilon'\) and \(\varepsilon''\) are obtained from the Debye formula given by King and Smith [16]
\[
\varepsilon(\omega) = \varepsilon' + j \varepsilon'' = \varepsilon_{\infty} + \frac{\varepsilon_s - \varepsilon_{\infty}}{1 + j\omega\tau}
\] (4.33)
where \(\varepsilon_{\infty}\) is high frequency (infinite) permittivity, \(\varepsilon_s\) is low frequency (static) permittivity and \(\tau\) is relaxation time of water.

The variation of \(\varepsilon'\) and \(\varepsilon''\) for water is presented as a function of frequency in Figure 4.14.
The above assumes a very low pure water DC conductivity, with an associated low attenuation in the frequencies employed for surface-penetrating radar. In practice, impurities or the presence of free ions in water significantly increase conductivities in the resulting electrolyte. Cole and Cole [18] proposed a modified Debye relaxation equation for complex permittivity at angular frequency:

$$\varepsilon(\omega) = \varepsilon_\infty + \frac{\varepsilon_s - \varepsilon_\infty}{1 + j^{1-a}(\omega \tau)^{1-b}}$$ (4.34)

which reduces to the Debye relation when $a = b = 0$.

An approximately linear relationship was found between the concentration of the ionic solution and the deviation of the relaxation time $\tau$ from that of pure water, for up to 1 M concentration. It is also found that the DC conductivity, $\sigma_{dc}$, also varies linearly with concentration in weak solutions.

The complex permittivity of a liquid can be estimated for a given concentration, temperature and frequency on the basis of the equation for $\varepsilon_\omega$ and data obtained from the literature.

Ice is a material which has been extensively measured using surface-penetrating radar, both in the Antarctic and Arctic. Fresh-water ice displays very different properties from sea-water ice, and the latter is considered by Kovacs et al. [19] to be a complex, lossy, anisotropic dielectric consisting of pure ice, air, brine and possibly solid salts.

Generally, sea ice is classified by age into first, second and subsequent years and by structure. The latter is defined by the processes of growth, melt and deformation. Sea-water is an electrolyte comprising a multitude of salts of which sodium chloride is the dominant constituent ($\sim 80\%$). The formation of sea ice occurs in several separate phases which govern the geometric structure and hence the anisotropic electromagnetic characteristic of the ice. The initial growth phase of a few millimetres generates needles of ice, and these are termed fazil crystals. The second phase of growth occurs when the ice thickens and the initially random crystal orientation becomes more ordered and wider as the depth of ice increases. The ice crystals become vertically orientated as they grow downwards. As growth continues, the elongated crystals cause local freezing of the sea-water, effectively localising the water from the base and thus any remaining water in the spaces between the crystals increases its salt content. As the crystals grow they entrap local pockets of high salinity water. Underwater currents affect the orientation of the crystals and hence the anisotropy of the ice layers which form over many years.

Kovacs et al. [19] calculated that the apparent dielectric constant measured at 100 MHz decreased with increasing ice thickness and followed the trend established with field measurements. Kovacs' model of sea ice suggests that the relative dielectric constant at a frequency of 100 MHz increases in a nonlinear fashion from $\sim 3.5$ to 18 as the ice depth increases from 0.2 m to 0.7 m. Over the same depth range the attenuation at 100 MHz increases from $\sim 10$ dB m$^{-1}$ to 50 dB m$^{-1}$.

Kovacs et al. [19] also showed that the coefficient of anisotropy, defined as the ratio of the major to minor axis of the polar plot of the reflection amplitude, could vary between 2.2 and 15. However, the situation he encountered in Alaska was
further complicated by the inclusion of different strata within the ice, which affected the orientation and growth pattern of the C-axis of the ice crystals. Radar survey work has also been carried out on the detection of ice in permafrost near the Alyeska pipeline in Alaska.

4.5 Dielectric properties of soils and rocks

The dielectric properties of soils and rocks are discussed in detail by De Loor [10], Hoekstra and Delaney [11], Hipp [20], Wang and Schmugge [21], Hallikainen et al. [2] and Wobschall [22], and extensive data are provided by Parkhomenko [23], Keller [24], Fuller and Ward [25], Campbell and Ulrichs [26], and Endres and Knight [27].

All of these authors consider in detail the theoretical effect of microscopic fluid distribution on the dielectric properties of partially saturated rocks. The electromagnetic characteristics of rocks include anisotropy, an enormous range (20 orders of magnitude) of DC conductivity, and an order of magnitude range in permittivity between about 2 or 3 for dry sandstone to 40 or so for wet porous rocks. The use of radar techniques to probe rock is usually intended to provide information about deep features where resolution is not usually critical. This permits the use of lower frequencies to aid penetration. Typical changes in relative permittivity with moisture content are shown in Figure 4.12 for several types of rock. These data were obtained at frequencies in the range of 0.1 to 1 MHz. The main exception to the requirement for long range is the probing of coal seams, where resolution is generally more important.

As values of permittivity and velocity of propagation are strongly influenced by the presence of moisture, there is clearly a relationship between these parameters and porosity of the medium. Work on rocks has shown the following relationships.

For layered material [28] with the electric field applied parallel to the bedding, for a particular frequency $f$,

$$\varepsilon_r = (1 - p) \varepsilon_m + p\varepsilon_w$$  \hspace{1cm} (4.35)

where $\varepsilon_r$ is permittivity of the layered material, $\varepsilon_m$ is permittivity of the matrix, $\varepsilon_w$ is permittivity of water and $p$ is porosity ratio.

For layered material [28] with electric field applied perpendicular to the bedding, for a particular frequency $f$,

$$\varepsilon_r = \frac{\varepsilon_m \varepsilon_w}{(1 - p) \varepsilon_m + p\varepsilon_w}$$  \hspace{1cm} (4.36)

from which velocity of propagation can be calculated. Alternatively, porosity can be calculated from

$$p = \frac{c}{v^2} = \frac{\varepsilon_m}{\varepsilon_m - \varepsilon_w}$$  \hspace{1cm} (4.37)

Endres and Knight [27] have put forward a theoretical treatment of the effect of microscopic fluid distribution on the dielectric properties of partially saturated rocks.
Attempts have also been made by Hanai, amongst others, to model the dielectric behaviour of soils by extending the theory of dielectric mixtures produced by Wagner and others for emulsions of the oil-in-water type, establishing relationships of the following type:

\[
\frac{(\varepsilon^* - \varepsilon_p^*)}{(\varepsilon_m^* - \varepsilon_D^*)} \left( \frac{\varepsilon_m^*}{\varepsilon^*} \right)^{0.33} = (1 - \phi)
\]  

(4.38)

where \( \phi \) is volume fraction of the dispersed phase, \( \varepsilon_p^* \) is permittivity of the dispersed phase, \( \varepsilon_m^* \) is permittivity of the dispersing medium and \( \varepsilon^* \) is permittivity of the mixture.

The dielectric properties of soils have been studied for many years and there is now a large body of experimental data available as well as a range of theoretical models. Considerable difficulties are posed by the variability of the material, and none of the models developed is universally applicable. Simple models for dielectric loss tend to be deficient, with the major discrepancy between theory and experiment being the frequency dependence of the observable effects. The principal errors are understood to relate to the representation of the energy absorption by moisture, although there are numerous other factors which have a bearing on the matter.

Experimental studies (Hipp [12]) on soils have shown a rise in permittivity with water content and, at a given water content, a fall in permittivity with increasing frequency. Effective conductivity, and hence attenuation, rose both with frequency and water content. Figure 4.11 illustrates the dielectric behaviour of a silty clay soil at a moisture content of 15 wt.% over a wide range of frequencies after Hoekstra and Delaney [11].

Field measurements have produced a wide scatter of results primarily due to the inherent variability of the ‘natural’ environment caused by the presence of stones, boulders and localised regions of higher conductivity within the ‘ground’ mass. Such variations cause the dielectric parameters to change in a statistically unpredictable way as the radar antenna is scanned over the ‘ground’ surface introducing clutter into the received signal. There is no simple parameter, such as water content or low frequency conductivity, which can be used as a convenient measure of dielectric loss in the frequency range 100 MHz to 1 GHz.

Various workers have sought to employ a modified Debye model for describing the dielectric properties of moist soils. Bhagat and Kadaba [29] indicate that a relaxation mechanism alone is adequate at frequencies above \(~1\) GHz, but at lower frequencies the soil structure affects the results. De Loor [10] summarises the chief loss mechanisms occurring in soil and their frequency range of applicability. In comparing the relaxation of water in bulk and soil water, it is observed that the frequency at maximum dielectric loss is displaced to a much lower frequency in soils and that relaxation occurs over a narrower frequency band in soils than in bulk water.

Soil is not only a mixture of dielectrics, but even when the composition of a given sample is known in terms of its components and their individual properties, that alone is not sufficient to define its nature dielectrically. The particle sizes, the electrochemical nature of their boundaries and the way in which the water is
distributed, both physically and chemically, amongst the matrix also affects the behaviour. Wobschall [22] distinguishes, for example, between free water and pore water.

Systematic attempts have been made to produce models of the dielectric behaviour of soils which use parameters obtained independently of the dielectric measurements to be predicted. A number of models are believed to show reasonable agreement with experimental values over certain frequency ranges, but scope remains for further work on the subject of soil dielectric properties.

Wobschall [22] developed a theory of the complex dielectric permittivity of soils based on the semi-disperse model.

This is an extension of a three phase (particles, air, water) system developed from work carried out by Hanai [30]. Wobschall considers soil to consist of irregular particles containing micro/macroscopic air filled voids (pores) and crevices which become increasingly filled by water as the percentage water content increases.

Figure 4.15 shows the schematic composition of the soil suggested by Wobschall. The key element of the semi-disperse model is a phase of composition in which the

![Figure 4.15: Particles and water dispersed in soil (after Wobschall [22])](image-url)
solid particles contain dispersed water filled with micropores and around each particle is a coating of water. These particles and the trapped air are dispersed throughout the remaining water. The procedure for calculation takes into account 10 parameters including the frequency, the volume fraction of water, the volume fraction of voids and conductivity of pore water and microcrevice water, the dispersed water fraction as well as the crevice water fraction.

There is, however, a sufficient body of information to enable an assessment to be made of the likely range of dielectric properties which might be encountered, assuming there is a detailed knowledge of the site in question.

4.6 Suitability of soils for GPR investigations
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4.6.1 Introduction
Soil is defined as ‘a natural body comprised of solids (mineral and organic matter), liquid, and gases that occurs on the land surface, occupies space and is characterised by one or both of the following: horizons, or layers, that are distinguishable from the initial material as a result of additions, losses, transfers and transformations of energy and matter or the ability to support rooted plants in a natural environment’ (Soil Survey Staff [36]). The definition continues to explain the three dimensions of soil. The upper limit is the interface between soil and air, plants, and shallow water. The lateral boundary is where soil grades to rock, ice and deep water. The lower boundary ‘is most difficult to define’ (Soil Survey Staff [31]). It is the boundary that separates soil from nonsoil. The lower depth of soil is commonly defined as where biological activity can no longer survive. Many soil scientists abruptly end the soil domain at a depth of 2 m, but many soil processes, features, horizons and layers continue below that depth. One of the problems soil scientists had was the lack of technology to easily look at deeper depths. Soil cores, pits and exposures have long provided soil scientists the only access to information concerning soils. Unfortunately, these methods provide incomplete information on soil continuums, as they are limited in depth, extent and number. Constrained by limited exposures and burdened by partial or detached information, inferences on the nature and properties of soils must be extended across the more expansive areas between cores or exposures.

In many areas, the characterisation of soils and soil properties can be improved with ground penetrating radar (GPR). As GPR can provide a continuous record of the sub-surface showing the presence, depth and lateral extent of certain soil horizons and features, it is useful in soil classification, characterisation and mapping. GPR provides high-resolution information that can aid interpretations and the extrapolation of information obtained with traditional surveying techniques [32].
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4.6.2 GPR: a quality control tool for soil mapping and investigation

Since the late 1970s, GPR has been used as a quality control tool for soil mapping and investigations in the United States. In 1979, the use of GPR for soil surveys was successfully demonstrated in a study conducted in Florida [33, 34]. Because of the prevalence of sandy (>70% sand) soils with favourable characteristics and contrasting subsoil, GPR has been used extensively in Florida to update soil surveys [35]. For over 20 years and throughout the United States, the Department of Agriculture-Natural Resources Conservation Service (USDA-NRCS) and several universities have used GPR to verify the taxonomic composition of soil map units and to document specific soil properties and variability. The use of GPR in soil surveys has provided information about the soil resource that could not be obtained without its use.

Traditionally, soil surveys are mapped on a county basis by a team of soil scientists. The soil scientists make soil observations at a limited number of point locations. This is a very slow and laborious task. To assist soil surveys, GPR is used to document the type, variability and depth of soils that occur within soil map unit delineations. Radar data are used to record the average taxonomic composition of the selected map units, the confidence interval and the confidence level of that data. Soils that are ‘dissimilar’ are also noted. This information is published in the soil survey.

Routinely for GPR soil studies, a traverse line or grid is established across a representative area. Typically, reference flags are inserted in the ground at uniform intervals along traverse or grid lines. More recently, GPS receivers, survey wheels or odometers have been used to record reference points and expedite field work. The interval between these reference points varies with the purpose of the survey and the anticipated variability of soils or soil features under investigation, but typically ranges from 0.5 to 15 m. Most commonly, a radar antenna is towed or dragged along a traverse or grid line with the operator impressing a mark on the radar record as each reference point is passed. After reviewing the radar record in the field, ground-truth soil descriptions are collected at a few selected reference points. These soil descriptions help to confirm radar interpretations and depth scales. Based on the soil descriptions, diagnostic sub-surface horizons, contrasting layers and or soil features are identified and traced laterally across the radar record. The taxonomic composition is determined by identifying the soil at each reference point and determining its frequency, or less typically, by measuring a soil’s relative length on a radar record.

4.6.3 Suitability of soil properties for GPR investigations

Radar imagery must be of good interpretative quality as soil scientists are reluctant to use GPR in areas where the depth of penetration is too restricted or the interpretative quality poor. Where adverse soil conditions occur, the use of GPR is discontinued and soil scientists resort to traditional soil survey methods. Within the USA, because of this reluctance to use GPR in anything less than favourable soil conditions, much attention has focused on the distribution of soils and soil properties that are favourable to the use of GPR.
The performance of GPR is dependent upon the electrical conductivity of soils. Soils having high electrical conductivity rapidly attenuate the radar energy, restrict penetration depths, and severely limit the effectiveness of GPR. Factors influencing the electrical conductivity of soils include the amount and type of salts in solution and the clay content.

Electrical conductivity is a measure of the concentration of water-soluble salts in soils, and is directly related to the concentration of dissolved salts in solution, as well as the type of exchangeable cations and the degree of dissociation of these ions salts on soil particles (Soil Survey Staff [36]). In semi-arid and arid regions, soluble salts of potassium and sodium and less soluble carbonates of calcium and magnesium are more likely to accumulate in the upper part of the soils. These salts produce high attenuation losses that restrict the radar’s penetration depths [37]. In some areas, high levels of calcium carbonate accumulate in soils and severely limit penetration depths [38]. Soils with calcareous layers are considered poorly suited to GPR. Because of their high electrical conductivity, saline and sodic soils are unsuited to GPR. In these soils, penetration is typically restricted to the surface layers (<0.25 m). However, Collins and Kurtz [39] reported the results comparing soil chemical properties and modelling the electrical characteristics from soils in three different locations of which two are arid: Arizona and Saudi Arabia. They found that, depending on the moisture content, buried objects in soils high in salts could be detected to depths as great as 1 m.

Because of their high adsorptive capacity for water and exchangeable cations, clays produce high attenuation losses. As a consequence, the penetration depth of GPR is inversely related to clay content. Doolittle and Collins [40] noted that, depending on antenna frequency and the chemistry of the soil materials, penetration depths could range from 5 to 30 m in sandy, 1 to 5 m in loamy (7 to 35% clay), to less than 0.5 m in clayey (>35% clay) soils. In addition, clay fractions dominated by smectite or vermiculite clay minerals have higher cation-exchange capacities and greater signal attenuation rates than fractions dominated by kaolinite, gibbsite and goethite.

4.6.4 Soil suitability maps for GPR investigations

Soil survey reports and databases prepared by the USDA provide information on soil properties that affect GPR. These reports are available for most areas of the United States. Hubbard et al. [41] developed a GPR suitability map of Georgia based on information contained in published soil survey reports. Collins [42] used a soil taxonomic classification system to create GPR suitability maps according to properties within the upper 2-m of soils. Collins and Kurtz [43], using the USDA-NRCS’s State Soil Geographic (STATSGO) database, created several maps of the United States depicting the suitability of soils to GPR. They used soil taxonomies to predict the detection of buried objects. Doolittle et al. [44] also used the STATSGO database to prepare soil maps that show the distribution of several soil properties that affect GPR. Unfortunately, separate maps were prepared for each attribute, making GPR suitability assessments difficult. Doolittle et al. [45] used STATSGO attribute
Figure 4.16  GPR soil suitability map of the conterminous United States (courtesy USDA-NRCS)
data on the clay and soluble salt contents of soils to develop a GPR soil suitability map of the conterminous United States. This map (Figure 4.16) conforms to major soil and physiographic units and can be used to assess the relative appropriateness of GPR for soil investigations within comparatively large areas.

4.6.5 Determining the depth to soil horizons

GPR has been used extensively to determine the depth to soil horizons. A soil horizon is a ‘layer of soil or soil material approximately parallel to the land surface and differing from adjacent genetically related layers in physical, chemical, and biological properties or characteristics such as colour, structure, texture, consistency….’ (Soil Science Society of America [46]). Knowing the existence and depth to horizons aids a soil scientist in properly classifying the soil.

Radar interpretations have provided data on the taxonomic composition of soil [35, 47–49]. The depths to some diagnostic sub-surface horizons used to classify soils have been charted with GPR. Where these horizons have abrupt upper boundaries that contrast with overlying horizons in physical (texture, bulk density, moisture) and chemical (organic carbon, calcium carbonate, sesquioxides) properties, they often produce strong reflections. GPR has been used to estimate the depth to argillic [48, 50–53], spodic [48, 51, 54], and placic [55] horizons. GPR has been used to chart the thickness of albic horizons and the depth to calcic, petrocalcic and petro-ferric horizons, and to duripans, fragipans [56–58] and traffic pans [59]. GPR has been used to infer soil colour and organic carbon content [51], assess the continuity of ortstein [60], the concentration of lamellae [61, 62], and the thickness of surface [48] and active [63] layers.

The effective use of GPR for soil survey investigations requires not only satisfactory penetration depths, but also soil horizons or features that produce distinct, readily identifiable and continuous reflection. Often, in areas where soil horizons or features are discontinuous or obscured by undesired clutter, a greater, more prohibitive number of ground-truth cores is required to properly identify radar reflections.

In some soils, while individual horizons cannot be identified, characteristic radar reflections can be used to identify soils. Mokma et al. [62] used the aggregate appearance of multiple reflectors and the depth of penetration to distinguish soils and estimate soil map unit composition in southwest Michigan. Here the thickness and frequency of lamellae (bands of finer-textured materials) are the primary criteria used to identify an argillic horizon and the classification of soils. Using a 120 MHz antenna, aggregate GPR reflections and penetration depths were associated with individual soils. Depth of penetration was inversely related to the number and frequency of finer-textured lamellae and total clay content. Unique and distinguishing radar signatures of five soils are shown in Figure 4.17a. In Figure 4.17b, a representative radar record from an area that had been mapped as dominantly Spinks (sandy, mixed, mesic Lamellic Hapludalf) and Coloma (mixed, mesic Lamellic Udipsamment) soils is shown.
4.6.6 Determining the depth to bedrock

In many regions, it is difficult to examine soils and determine the depths to bedrock with traditional soil survey tools. Rock fragments and irregular or weathered bedrock surfaces limit the effectiveness of coring methods [64]. GPR can be used to determine the depths to bedrock and reduce the number of required cores [32, 58, 65]. Where soils are suitable, GPR is more reliable and effective than traditional soil survey tools for determining the depth to bedrock and the composition of soil map units that are based on soil-depth criteria [64, 66].

In many upland soils, the soil/bedrock interface is abrupt and contrasting, and provides a well expressed and easily identifiable reflection on radar records. Often, this interface consists of smooth, continuous, high amplitude reflectors. Figure 4.18 is from an area of noncalcareous, sandy soils that formed in eolian sediments over Navajo sandstone in southern Utah. The radar record was collected with a 200 MHz antenna. The depth scale is in metres. The horizontal scale is ~25 m. A dark line has been used to show the interpreted depth to bedrock. In Figure 4.18, the overlying eolian sediments are isotropic and transparent to GPR. Tree roots cause the hyperbolas in the upper part of the radar record. In general, the underlying bedrock is contrasting and provides a strong and readily identifiable radar reflection. Bedding planes are evident in the Navajo sandstone. Some of these bedding planes cross the
soil/bedrock interface. Within the soil, these bedding planes are more weathered and were identified as lamellae.

The soil/bedrock interface is not always easily identifiable on radar records. In Figure 4.19, the soil/bedrock interface is indistinct and ambiguous. This radar record was collected with a 200 MHz antenna in an area of well drained, highly weathered soils within the Piedmont region of southeast USA. Soils are members of the fine, kaolinitic, thermic Typic Kanhapludult family and have formed in residuum weathered from sillimanite mica schist. In Figure 4.19, the depth scale is in metres. Multiple, inclined, planar reflectors implied lithologic rather than pedogenic features. The closest point at which these planar reflectors approach the soil surface was interpreted
as the depth to weathered bedrock. A dark line has been used to show the interpreted depth to bedrock. In this radar record, it is difficult to identify the soil/bedrock interface or differentiated soft and weathered bedrock from hard bedrock. Robillard et al. [67] associated variations in the amplitude of reflected signals to differences in rock hardness and mineralogy. In Figure 4.19, weakly expressed, planar reflectors can be observed overlying more strongly expressed planar reflectors. The shallower, more weakly expressed set is interpreted as saprolite or soft, highly weathered bedrock. The deeper lying, higher amplitude planar reflections are interpreted as hard bedrock. Higher amplitude reflections are associated with more contrasting, less weathered strata.

4.6.7 Determining the depth to soil water tables

The depth and movement of groundwater through landscapes affect the physical and chemical properties and the morphology of soils [68]. Traditionally, information on the depth and movement of groundwater has been obtained through measurements at monitoring wells. While wells provide detailed information about soil and hydrologic conditions at specific points, hydrologic conditions for the larger areas among and beyond the wells must be inferred.

Ground penetrating radar has been used effectively in areas of sandy soils to chart soil water table depths among wells and into nearby areas [69–72]. In addition, GPR has been used to provide data for hydrologic models [73, 74], define recharge and discharge areas [69, 72], predict ground-water flow patterns [70, 71, 75], and delineate near-surface hydrologic conditions [76]. GPR has also been used to detect perched water tables [77].

In Figure 4.20, the water table can be traced across a gently sloping area of Carver (uncoated, mesic Typic Quartzipsamment) soil in southeastern Massachusetts. The very deep, excessively drained Carver soil formed in stratified deposits of coarse and very coarse sands on outwash plains. In Figure 4.20 the depth scale is in metres. The survey line is 60 m long with reference points (dark vertical lines at the top of the Figure) spaced at 10 m intervals. The radar record was collected with a 120 MHz

![Figure 4.20 Water table in a Typic Quartzipsamment formed in glaciofluvial sediments (courtesy USDA-NRCS)]
antenna. The radar record has been minimally processed using colour table and transformation options and distance and surface normalisation programs.

In sandy sediments, because of abrupt and strongly contrasting dielectric properties, the water table produces strong reflections and distinct images on most radar records [78]. In Figure 4.20, the water table produces high amplitude, continuous linear reflections that can be traced across the radar record. A dark line shows the approximate location of the water table. It varies in depth from about 1 m along the left-hand margin to about 3.5 m along the right hand margin of the radar record. In areas of sandy, nonstratified materials, the water table is usually distinct and interpretable. However, in some soils, soil horizons or geologic strata can obscure the water table. In Figure 4.20, the near horizontal reflections from the water table contrast with the more inclined reflections from strata within the glacial outwash. Had the water table and strata been parallel, the identification of the water table would have been more ambiguous.

4.6.8 Measuring soil moisture contents and the movement of water through sandy soils

Knowledge of the soil water content is needed for management decisions and irrigation scheduling. Davis et al. [79] observed that, over a range of different soils, a strong association exists between the water content and dielectric permittivity of soils. GPR and time domain reflectometry (TDR) have been used to measure dielectric permittivity and volumetric water content of soils [80, 81]. Compared with TDR, GPR is noninvasive and provides a more practical method for characterising and mapping spatial and temporal variations in soil water content over larger areas [82, 83].

GPR has been used to study the movement of water and pollutant through sandy soils. Vellidis et al. [84] used GPR to monitor the movement of a wetting front through sandy surface layers following an irrigation event. Water movement through sandy soil is not uniform and is strongly influenced by soil layering [85]. Coarser or finer textured layers redirect and concentrate water movement into preferential pathways. These pathways move water and solutes laterally over restrictive layers and downward through discontinuities in these strata. These flow paths or fingers occupy a small part of the soil but account for most of the water movement and chemical transport [86]. As preferential flow is concentrated, it is also faster, and water-borne chemicals are less subjected to degradation and absorption by the soil [86]. Several researchers [84–87] have used GPR to detect layers and preferential flow paths in sandy soils. Using 450 or 500 MHz antennas, these researchers determined the depth to restrictive soil layers and detected the locations of discontinuities or breaks in these layers. Water sampling devices, which were installed in these discontinuities, were found to provide a more representative sample of contaminants transported through the soil than randomly located instruments.

4.6.9 Determining the thickness of peat deposits

Pushing a metal rod through a column of peat and feeling for resistance or augering a small hole to observe the underlying materials are the traditional methods used
to inventory and map organic soil materials [88]. These methods are slow, labour intensive and costly. GPR can be used to provide information on the depth and volume of peat deposits at a level of detail that is comparable to information obtained with manual techniques [89, 90]. Compared with traditional methods, GPR is a more efficient tool for estimating peat thickness and characterising the sub-surface topography of the organic/mineral soil interface [91]. GPR has been used to estimate the thickness and volume of peat deposits [47, 91–99], distinguish layers having differences in degree of humification and volumetric water content [55, 91, 96, 99, 100], and to classify organic soils and assess rates of subsidence [52]. Lowe [101] used GPR to detect logs and stumps buried in peat deposits. GPR has also been used for such geotechnical applications in peat as road design and dike construction [88, 91, 102].

The electrical conductivity of peat is directly related to the concentration of total dissolved ions in the pore water and ultimately, the chemistry of the confining mineral sediments [103]. Typically, GPR surveys conducted in acidic, low nutrient, ombrotrophic bogs produce satisfactory results. However, results are generally poorer in alkaline, high nutrient, minerotrophic fens. Here, penetration depths are more restricted and, in deeper deposits, reflections from the organic/mineral soil interface are often either intermittent or indistinguishable. Ombrotrophic bogs are nutrient poor and have lower concentrations of the basic cations (calcium, magnesium and potassium) than the more nutrient enriched minerotrophic fens. In some fens, such as coastal marshes, high concentrations of dissolved salts completely absorb and attenuate the radar’s energy within shallow (0 to 50 cm) depths. In peat, depths as great as 8.1 to 13 m have been reported [89, 92, 99].

Figure 4.21 is a representative radar record from a fen used for the production of cranberries in southeastern Massachusetts. The cranberry bed had been mapped as Freetown soil. The very deep, very poorly drained Freetown soil formed in more than 1.3 m of highly decomposed (sapric) organic materials. In Figure 4.21 the depth scale is in metres. The survey line is 90 m long with reference points (dark vertical lines at the top of the figure) spaced at 10 m intervals. The radar record was collected with a 120 MHz antenna. The radar record has been minimally processed using colour table and transformation options and a distance normalisation program.

Figure 4.21 GPR record from an area of organic soils (Typic Haplosaprist) in Massachusetts (courtesy USDA-NRCS)
In Figure 4.21, abrupt and strongly contrasting changes in water content make the organic/mineral soil interface distinguishable on this radar record. This interface forms a conspicuous reflector that varies in depth from about 1.2 to 5.4 m. Weak planar reflectors are evident within the peat. While some reflections that occur at a constant depth are presumed to represent noise, the more irregular or wavy reflectors suggest layering within the peat. Often transitional layers composed of both organic and mineral soil materials form at the lower peat boundary. As these transitional layers have moisture contents that are intermediary between the organic materials above and the mineral materials below, they do not produce high amplitude reflections. In Figure 4.21, these more weakly expressed features appear in the lower part of each of the three conspicuous concavities.

4.6.10 Improving soil-landscape models

GPR has been used to improve soil-landscape models and soil map unit design and thus facilitate soil mapping on glacial-scoured uplands [104], wetland catena [55], coastal plain sediments underlain by limestone bedrock [49], or loess overlying sandy fluvial sediments [105]. GPR has been used to illustrate soil-bedrock relations on glacial-scoured uplands [64, 104] and on karst [49, 106, 107]. Recent advancements in processing technologies have facilitated the manipulation of large sets of radar data and the creation of three-dimensional radar images. These displays assist interpretations and provide unique, multiple viewpoints in which to analyse the sub-surface.

In Figure 4.22, a three-dimensional visualisation is used to view and analyse the depth and geometry of the water table and to understand flow patterns in a dunal

Figure 4.22  A fence diagram showing the depth and geometry of the water table to the topography of a low dune in North Dakota (courtesy USDA-NRCS)
landscape. To prepare this three-dimensional product, a 36 by 45 m grid was established across a small, low dune in southeast North Dakota. The grid interval was 3 m. Survey flags were inserted in the ground at each grid intersection and served as reference points. The elevation of each reference point was measured with a theodolite and stadia rod.

Radar data were collected along 16 equally spaced (3 m) east-west trending grid lines with a 200 MHz antenna. Each radar traverse was 36 m long. Lines were sequentially profiled with the radar in a back and forth, snake-like fashion. Data from these lines were processed into a three-dimensional image using processing software. Once processed, arbitrary cross-sections, insets and time slices can be quickly viewed from the three-dimensional data set. This imaging technique enables views of the sub-surface from nearly any perspective. The flexibility of three-dimensional visualisations facilitated the interpretation of spatial relationships and the analysis of the water table.

Figure 4.22 is a fence diagram showing four radar records across the low dune. Along the first three lines (lines $Y = 0, 15$ and $30$ m) the water table appears to dip slightly beneath the dune. It is inferred from this diagram that the water is flowing from the margins of the dune into the dune's interior. The water table is difficult to identify on the northern-most line (line $Y = 45$ m). Most of this line lies within a wetland. Soils along this line were noticeably wetter and had thicker mats of vegetation. Strongly expressed, sub-surface planar reflectors are more numerous on this record. As these interfaces parallel the soil surface and the water table, the identification of the water table is more ambiguous.

### 4.7 Dielectric properties of man-made materials

As the evaluation of concrete structures is of particular importance more work is now being carried out on establishing the electrical properties of cements and concretes, especially at the higher frequencies associated with surface-penetrating radar applications. The earliest work which has been carried out has largely been related to DC or low frequency AC resistivity measurements and the development of models describing the mechanisms of conduction through Portland cement pastes. Such techniques have been used to study changes in the electrical characteristics of cement pastes and concretes during the stages of initial setting and the subsequent hardening process.

Concrete is a composite material formed by the addition of water to a mixture of cement, sand and coarse aggregate, together with a small quantity of air. A range of admixtures is available which may be added to the mix to modify the properties of concrete in either the fresh or hardened states, or both. A number of different types of cement are employed, although something in the order of 90% of all concrete is produced using ordinary Portland cements. A diverse range of rock types is used to provide the fine and coarse aggregates.

Hydration takes place between the cement and the water in the mix, producing a matrix of hydrates of various compounds, referred to collectively as cement paste, which binds the constituents together to form hardened concrete. The cement paste
contains a large number of interconnected voids, the capillary pores, which are the remnants of the water-filled spaces present in the fresh paste. Capillary pores are estimated to be in the order of 1 m and are mainly responsible for the permeability of the hardened cement paste. The permeability of concrete, and hence the volume of capillary pores, increases rapidly for water : cement ratios over 0.4. The permeability of a mature cement paste made with a water : cement ratio of 0.7 is in the order of 100 times that for one made with a water : cement ratio of 0.4.

After setting, a large amount of the free water within the mix is absorbed during the process of hydration, being used in the production of hydrates of various compounds. Water is also lost from the capillary pores as the concrete dries out. This occurs by evaporation at a rate which is dependent upon the water : cement ratio of the concrete, its age, the curing regime to which the member has been subjected and a number of other factors, including member size and environmental conditions.

Whittington et al. [108] discuss the conduction of electricity through the heterogeneous medium of concrete and report low frequency AC experimental determinations of changes in resistivity over a 3-month period from the time of casting. Their results show resistivity values increasing with time, achieving stable values after about 28 days, although it should be noted that their work was undertaken on moist specimens (i.e. specimens which were not permitted to dry out). It was found that the experimental curves for cement pastes and concretes follow the same trends, confirming the dominant role of the cement paste upon the electrical characteristics of concrete.

The electrical resistivity of typical aggregates particles used in concretes are several orders of magnitude higher than that of the concrete. Consequently the majority of current flow takes place through the paste (i.e. the path of least resistance). In a simplified electrical model concrete can generally be considered as a composite of nonconducting particles contained in a conductive cement paste matrix.

Nikkanen [109] has suggested that conduction through moist concrete is essentially electrolytic in nature, and tests by Hammond and Robson [110] and Monfore [111] support the view that conduction is by means of ions in the evaporable water in the capillary pores, the principal ions being calcium (\(\text{Ca}^{++}\)), sodium (\(\text{Na}^+\)), potassium (\(\text{K}^+\)), hydroxyl (\(\text{OH}^-\)) and sulphate (\(\text{SO}_4^{--}\)) since the amount of evaporable water in a typical cement paste varies from about 60% at the time of mixing to 20% after full hydration, and the electrical conductivity of the concrete should also be a function of time. Ionic conduction through the free evaporable water within the capillary pores will depend upon the species, concentration and temperature of the ions present in solution.

Another possible path for current flow is by means of electronic conduction through the cement compounds themselves, that is the gel, gel-water and unreacted cement particles, particularly compounds of iron, aluminium and calcium. Wyllie and Gregory [112] suggest that even physically immobile water will be involved in the conduction process.

Thus, the electrical conductivity of the paste depends upon the changes which both solid and solution phase (i.e. evaporable water) undergo. These changes are closely linked to each other. The composition and concentration of ions in the evaporable
water depend upon the soluble compounds within cement particles and the residual water. Conversely, the composition and structure of the solid phase depends upon the amount of water, both absorbed and chemically combined, within the cement compounds during the hydration process.

The above findings for DC and low frequency AC resistivity measurements indicate the changing nature of the general electrical characteristics of cement pastes and concretes during the first few weeks and months after casting. Further work needs to be carried out to establish the dielectric properties in this period at the higher frequencies associated with surface penetrating radar applications. It is clear that attenuation loss and velocity of wave propagation in concrete are dependent upon a number of factors including water content, mix constituents and the curing regime employed. ‘Green’ concrete may exhibit high values of both relative permittivity \( \varepsilon_r = 10 \) to 20) and attenuation loss \( \alpha = 20 \) to 50 dB m\(^{-1}\) at 1 GHz). When hydration and curing are effectively complete, at periods of possibly up to about six months, lower values may be measured such that \( \varepsilon_r = 4 \) to 10 and \( \alpha = 5 \) to 25 dB m\(^{-1}\) at 1 GHz. Thus, the performance of a surface-penetrating radar system may be affected considerably by the state of the concrete. Whittington [113] has investigated the use of the low frequency electrical characteristics of concrete as a measure of its mechanical properties. He reports a correlation between electrical resistivity and compressive strength over a limited range of resistivity variation. Such a correlation may be of relevance to surface-penetrating radar applications; however, considerable research work upon the high frequency characteristics of concrete would be required to establish its validity.

4.8 Laboratory measurements of dielectric materials

\textit{Dr Yi Huang}

This Section provides a valuable introduction into the methods of measuring soil samples in the laboratory.

4.8.1 Introduction

The measurement of dielectric properties of materials at radio and microwave frequencies has been studied for many years. Numerous methods employing various sample sizes and shapes have been developed for basic research and industrial and medical applications [114–117]. At lower frequencies, a parallel plate capacitor [118] or an impedance bridge method can be used. In both methods, the models for the sample can be represented by a capacitor. At higher frequencies, resonant cavity, waveguide and transmission line methods are normally employed. In the resonant cavity technique, the resonant frequency shift determines the permittivity of the sample, whereas with waveguide and transmission line techniques, the reflection/transmission coefficients are measured for extracting the dielectric properties [116, 119]. A considerable amount of data has been accumulated over the years.

For GPR applications, the dielectric properties (permittivity and conductivity) are vital information for accurate estimation/prediction of the depth of the object.
in question and the radar penetration depth. Although the general dielectric information of most materials is available, the dielectric properties of materials do vary quite considerably from one site to another even for the same type of material/soil; the in-situ properties of materials are therefore preferred. Unlike many other applications, the materials associated with GPR are normally composite, and the measurement of a small sample does not always provide meaningful and useful information for GPR data interpretation. In practice the effective permittivity and conductivity of bulk materials are required. Thus the laboratory measurement facilities for small samples are not suitable and some special ones are needed for GPR applications.

4.8.2 Measurement techniques

4.8.2.1 Time domain reflectrometry (TDR): TDR has become an established method for measuring the in-situ dielectric properties of material. It is widely used to determine the volumetric water content and conductivity of media [120] for the frequency range from a few MHz to about 1 GHz. As illustrated in Figure 4.23, the system consists of a signal generator, a transmission line sensor and a receiver. The signal generator transmits a pulse type signal to the open-ended sensor, which could be of various forms (such as coaxial line, 2-rod probe, 3-rod or even 4-rod probe) and is filled with or inserted into the material under test. The reflected signal is received and then processed by the receiver. This method measures the travel time \( t \) of the pulse signal along the transmission line probe with a known length \( D \). The relative dielectric permittivity \( \varepsilon_r \) of the material can be estimated by

\[
\varepsilon_r = \left( \frac{c t}{2D} \right)^2
\]

where \( c = 3 \times 10^8 \) m/s. In addition, the bulk material conductivity (a measure of soil salt content) may be obtained from the amplitude of the reflected TDR signal for the known probe configuration. In addition to the travel time and amplitude, the signal

![Figure 4.23 TDR for dielectric property measurements](image-url)
waveforms also contain information on frequency-dependent dielectric properties that may be extracted by application of Fourier transform techniques [121] and can be used in the estimation of the Cole–Cole parameters. The operational frequency range is determined by the transmitted pulse signal and the probe configuration. This method is now well developed and many fine-made commercial products are available. The major common limitations for TDR are that:

(a) the measured values are the averaged permittivity and conductivity over the probe, not their distribution along the probe;
(b) the method is only applicable for the material immediately below the surface, not deep inside the medium.

4.8.2.2 Open-ended coaxial probe: As we have seen, TDR is a convenient method for measuring in-situ dielectric properties of a material, but it is intrusive in nature and could be a problem in some applications. In contrast, the open-end coaxial probe combined with a vector network analyser is a nonintrusive facility for measuring dielectric properties, as shown in Figure 4.24. Fundamental to the use of the coaxial probe is an accurate model relating the complex reflection coefficient at the probe aperture to the dielectric properties of the material contacting the probe. A few approaches to modelling the probe have been developed ranging from equivalent circuit models to variational methods. The simplicity of the lumped circuit models provides for the fastest computation over a limited range of frequency and permittivity. Variational methods give the best accuracy at the expense of computational speed. Detailed comparison of various probe models can be found from the literature [116]. The operational frequency range is determined by the configuration of the probe. It is assumed that, in the coaxial line only the TEM mode is excited, but higher order modes may be created at the interface between the probe and the material under test.

In addition to the modelling programme, a calibration process must be conducted in order to obtain the dielectric properties of the material. The common practice is to calibrate the system by measuring open circuit (air), short circuit (metallic shorting block) and deionised water ($\varepsilon_r = 80$). Good contact between the material and probe is very important as an airgap or fluid segregation will cause erroneous measurements.

The most well known commercial product of this type of measurement system is the Hewlett-Packard (now Agilent) HP-85070. The system comes with a software
package and is suitable for the frequency range between 20 MHz and 20 GHz. However, this probe is very small, with an outer conductor radius $b < 5$ mm, which means that it is not suitable for bulk material and low permittivity material measurements. For GPR applications, a probe with larger dimensions is needed. A new probe with an outer conductor radius $b = 20.5$ mm, shown in Figure 4.25, was designed and built at the University of Liverpool, UK. The flange has a radius of 41.0 mm. The upper frequency limit is $\sim 1.5$ GHz, which is actually material dependent. A smooth transition was made from the 50 $\Omega$ transmission line to an N-type connector to minimise reflections. Time-domain measurements showed an impedance mismatch of $< 3\%$ at the transition. It has been employed to characterise various materials, such as diesel, clay, hydrocarbon contaminated soils, wood and Teflon sheets. The results are in good agreement with those obtained by other methods.

The main problems with this method are:

(a) difficulty in calculating the permittivity and conductivity
(b) difficulty in eliminating the airgap between the probe and the material under test
(c) uncertainty in measurement of low permittivity, high loss and thin-sheet materials.

4.8.2.3 Coaxial transmission line system: For GPR applications, samples well below the surface may be easily obtained from such as a drilling sampler on a survey site; the above two systems cannot be used to characterise these samples. Other types of measurement systems are therefore required.

Transmission line systems are another widely accepted facility for dielectric material measurements, which can be divided into one-port and two-port systems. For a two-port system, all scattering parameters S11, S22, S12 and S21 must be
obtained to determine the complex permittivity of materials [116, 119]. This could be time-consuming when many samples need to be measured. In addition, the sample must be of the right size/amount to fit into the sample holder, which is difficult in some applications. It is not normally suitable for liquid or powder measurements. In contrast, a one-port transmission line system is more efficient and flexible, and only the reflection coefficient $S_{11}$ is needed for data interpretation. A one-port coaxial system is shown in Figure 4.26, where one end of the coax is terminated by a short circuit (instead of an open circuit as in the previous case). Both liquid and solid samples can be placed easily into the sample holder. Unlike a two-port system, the amount of sample required for this system is relatively flexible, which is a very useful advantage when the system is employed to measure materials with various amounts. However, there are some problems with this system. For example, one of the major problems with this method is the data interpretation, especially when a transition section is introduced (the characteristic impedance is therefore not a constant). Very little work has been published on the data interpretation techniques of the large one-port system, which seems to be one of the major reasons that the short-circuited one-port system has never been as popular as the open-ended or two-port systems. Only a few small 50 $\Omega$ uniform coaxial cells appeared on the market.

One of our research projects was to measure the dielectric permittivity of ground materials (such as weak sandstone) at a range of moisture contents from dry to fully saturated over the frequency range 100–1000 MHz. The information obtained is intended for the GPR application, and thus the dielectric properties of a small sample are not representative enough for this kind of bulk material. The samples are obtained from the sub-surface using a window sampler (a common method in geophysics). The size of the samples has a large outer diameter of 103 mm, which is determined by the size of the drilling corer used on site. Ideally a coaxial cell with such a diameter should be employed, and thus the work of sample preparation can be reduced to a minimum. This is very important, since there are many samples to be measured and some samples are fragile and easily broken. Unfortunately, no cell of such a large size is commercially available. The only option we have is therefore to design the system ourselves. Since the system must be linked to a network analyser to obtain the reflection coefficient via a 50 $\Omega$ cable, a short transition section must be used to link a 50 $\Omega$ connector to the
large sample holder as indicated in Figure 4.26. Unfortunately, this transition section will result in the difficulty of impedance matching over a wide frequency band. If the system is not perfectly matched, the dielectric properties (such as the complex permittivity) cannot be interpreted directly from the measurement data. In order to minimise errors, the system is designed to have a 50 Ω intrinsic impedance, the same as the characteristic impedance of the standard coaxial line. It consists of three parts: the connection to an N-type connector, the transition section, and the uniform sample holder. The inside of the outer conductor of the cell is 105 mm, which is just big enough for the sandstone sample with a clearance to tolerate the geometrical variation of the sample. To meet the 50 Ω condition, the diameter of the inner conductor of the cell is 45 mm. This means that the upper frequency limit for the cell is 1317 MHz, which is the cutoff frequency of the first higher mode (TE10). In principle, there is no low frequency limit for this system. The transition section, which links the connector with the sample holder, is smoothly tapered to keep the impedance as 50 Ω along the line. The total length of the cell is 450 mm. Good conducting material (brass) is used so as to reduce the ohmic loss.

The cell was carefully machined in our mechanical workshop and the final product is shown in Figure 4.27, where the outer conductor of the transition section is removed, thus permitting the sample to be inserted and removed from the cell. Although the cell is designed as a 50 Ω matched system, this is not necessarily true in reality. To assess the performance of the cell, a time-domain measurement on the empty
cell was conducted. The reflected signals at the discontinuities between sections are ~20 dB. This means that the cell is indeed finely made and only ~1% of the input power was reflected from these discontinuities. However, this does not mean that the system needs no calibration. In fact, such small discontinuities can still result in huge measurement errors. Thus, a calibration process is needed.

Normally, the calibration of a cell is performed by placing the three standard terminations (i.e. short, open and matched load) at the calibration plane and measuring the reflection and/or transmission, respectively. The calibration kit is standard and widely available on the market. However, for our coaxial cell, the size is not standard and hence the standard terminations cannot be used. It is possible to make open and short terminations at the reference plane, but it was not possible for us to make a matched load. Thus an alternative calibration method, three-point short-circuit approach, is proposed. The calibration plane is chosen near the boundary between the transition section and the uniform section of the sample holder. The effects of discontinuities between sections can therefore be removed by calibration. The calibration is successfully conducted by using a short termination placed at three different positions in the sample region. This short load is made of a flat brass ring that fits snugly into the uniform section of the coaxial cell.

Although it is relatively straightforward to measure the complex reflection coefficient using this one-port system, as mentioned earlier, the data interpretation is actually one of the major problems with this method. An improved data interpretation method was introduced [122]. To obtain the dielectric properties, a minimisation process has to be performed by defining an objective function as the difference between the measured and modelled reflection coefficients. A MATLAB programme has been written and the computation is very robust. There is no singularity involved in the calculation.

The system has been employed to measure such as contaminated soils [123] and sandstones [124]. A typical measurement result of sandstone is shown in Figure 4.28.

![Figure 4.28 Dielectric response of saturated Sherwood sandstone (Ki response predicted from saturated DC resistivity assuming no relaxation losses)](image-url)
Measurements using this new one-port dielectric measurement system have shown very good repeatability and accuracy. However, it has been realised that this simple dielectric measurement technique has the following drawbacks:

(a) In the data process, several local minima may be obtained for the objective function; thus a global minimisation method may be needed for automatic interpretation.
(b) The accuracy may be reduced if the thickness of the sample is not properly selected.
(c) The applicable frequency range is linked not just to the dielectric properties of the sample, but also to its thickness.

4.9 Field measurements of soil properties

There are a variety of methods of measuring soil parameters, and one technique, which is relatively straightforward to implement, is based on work by Al-Attar et al. [125].

This method is carried out using the following procedure and with reference to Figure 4.29.

The transmit probe can be excited by a time domain or frequency domain signal, and the receive probe is used to measure the amplitude and phase of the signal propagated through the soil at two positions which should be separated by at least $2\lambda_m$ at the lowest frequency of interest. The transmit probe and receive probe in position 1 should also be separated by a similar distance.

In the case of a time domain signal the received signals from positions 1 and 2 will be time domain wavelets, with the wavelet in position 2 being lower in amplitude and delayed in time compared with the wavelet measured in position 1.

If the two distances are known, then it can be shown [125] that by taking Fourier transforms of the windowed wavelets at positions 1 and 2 and then dividing the transform at 1 by that at 2, the amplitude and phase propagation characteristics of the soil can be determined noting that

$$\frac{F_{r1}(\omega)}{F_{r2}(\omega)} = \frac{H(\omega, r_1)}{H(\omega, r_1 + r_2)}$$

(4.40)

Hence the soil attenuation constant is given by (see Figure 4.30)

$$\alpha = -\frac{20}{r_2} \log_{10} \left[ A(\omega) \frac{r_1 + r_2}{r_1} \right]$$

(4.41)

$$\varepsilon_r = \left( \frac{c}{r_2} \frac{d\phi}{d\omega} \right)^2$$

(4.42)
Figure 4.29  Field measurements of soil characteristics

Figure 4.30  Attenuation and relative dielectric constant from a UK site with 17.5% water by weight and a DC resistivity of 9424 Ω [125]

Figure 4.31  Variation of relative permittivity with soil type over a number of sites in the UK
From this method the statistical properties of UK soils as shown in Figures 4.31 and 4.32 were derived.

4.10 Summary

The most important microwave characteristics of soils are the relative dielectric constant and attenuation. There is an adequate body of literature available on these values as a function of microwave frequency. Further references can be assessed to obtain more information. The values can be used to predict the performance of surface-penetrating radars in typical soils with known moisture contents.

However, the actual performance of radars can vary quite considerably due to the wide variations often encountered in local material conditions. Not only is the range but also the resolution in depth affected by the attenuation of the material. An approximate empirical relationship is that the achievable depth resolution lies between 10% and 20% of the probing range.

An indication of the likely range of material properties can be seen from Figures 4.31 and 4.32, which refer to the distribution of measurements of dielectric constant and attenuation taken from a range of excavation sites in the UK. Note that for a nominal soil type the dielectric constant can vary considerably. Given a particular frequency, Figure 4.32 shows the percentage of sites with measured attenuations at selected frequencies.

Accurate measurement of depth can only be achieved by proper and frequent calibration of the velocity of propagation. This can be obtained using a multi-channel radar system or by secondary measurements. Generally, man-made materials prove to be a more heterogeneous medium for radar probing, and silty or heavy clay soils prove difficult to penetrate. Where the material is composed of mixtures containing, for example, rubble, the radar pulses are multiply reflected, thus creating a randomly orientated image.
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5.1 Introduction

Surface-penetrating radar presents the system designer with significant restrictions on the types of antennas that can be used. The propagation path consists in general of a lossy, inhomogeneous dielectric, which, in addition to being occasionally anisotropic, exhibits a frequency dependent attenuation and hence acts as a lowpass filter. The upper frequency of operation of the system, and hence the antenna, is therefore limited by the properties of the material. The need to obtain a high value of range resolution requires the antenna to exhibit ultra-wide bandwidth, and in the case of impulsive radar systems, linear phase response. The requirement for wide bandwidth and the limitations in upper frequency are mutually conflicting and hence a design compromise is adopted whereby antennas are designed to operate over some portion of the frequency range 10 MHz to 5 GHz depending on the resolution and range specified. The requirement for portability for the operator means that it is normal to use electrically small antennas, which consequently results generally in a low gain and associated broad polar radiation patterns. The classes of antennas that can be used are therefore limited, and the following factors have to be considered in the selection of a suitable design; large fractional bandwidth, low time sidelobes and in the case of separate transmit and receive antennas, low crosscoupling levels. The interaction of the reactive field of the antenna with the dielectric material and its effect on antenna radiation pattern characteristics must also be considered.

This Chapter should provide a useful guide to a complex subject but it is not intended to reduce the need for a designer to consult those references cited. Practically it is found that provided an antenna is properly matched it will couple well into a dielectric. The aspects of coupling, particularly as a function of distance from the interface, are described in detail by the authors cited, and for those interested the references should provide a useful source.

Recent interest in ultrawideband radar systems has coincided with the development of additional antenna designs, which can provide suitable performance, and
much work has been carried out on the development of antennas for ECM and ECCM applications as well as the propagation of high energy electromagnetic pulses. A useful reference to the general case of 'Antennas in matter' is given by King and Smith [1].

Further considerations in the selection of a suitable type of antenna are the type of target and the type of radar system. Where the target is, for example, a planar surface then linear polarisation is the obvious choice for the system designer. Where, however, the target is a buried pipe or cable then the backscattered field exhibits a polarisation characteristic, which is independent of the state of polarisation of the incident field. For linear targets it is possible to use orthogonally disposed transmit and receive antennas as a means of preferential detection. Essentially the received signal varies sinusoidally with angle between the antenna pair and the target. As it is inconvenient to physically rotate the antenna it is also possible to electronically switch (commutate) the transmit/receive signals to a set of multiple co-located antenna pairs. A further step along this overall strategy is to employ circular polarisation, which is essentially a means of automatically rotating the polarisation vector in space. However, circular polarisation inherently requires an extended time response of the radiated field, and in consequence either hardware or software deconvolution of the received signal is needed.

It has been found that very large diameter pipes exhibit depolarising effects, not from the crown of the pipe but from the edges. The choice of polarisation dependent schemes should thus be considered very carefully as it may not be possible to cover all possible sizes of targets with one antenna/polarisation scheme.

Where the radar system is a time domain system that applies an impulse to the antenna, the requirement for linear phase response means that only a limited number of types of antenna can be used unless the receiver uses a matched filter to deconvolve the effect of the frequency dependent radiation characteristics of the antenna. Where the radar system is frequency modulated or synthesised, the requirement for linear phase response from the antenna can be relaxed and log periodic horn or spiral antennas can be used as their complex frequency response can be corrected if necessary by system calibration.

Although a full analysis should consider the case of an impulse and consequently a full range of frequencies, it is instructive to examine the case of a single frequency as this provides an understanding as to the resultant radiation patterns of an antenna situated over a half-space.

The general situation of an antenna adjacent to a lossy half-space or indeed fully immersed into lossy materials has been considered by a number of workers. In this case of an electrically small linear antenna as shown in Figure 5.1 with a uniform current distribution, the electric and magnetic field components in free space are given by:

\[ H_\phi = \frac{I_0 h}{4\pi} e^{-jkr} \left( \frac{jk}{r} + \frac{1}{r^2} \right) \sin \theta \]  
\[ E_r = \frac{I_0 h}{4\pi} e^{-jkr} \left( \frac{2\eta}{r^2} + \frac{2}{j\omega r^2} \right) \cos \theta \]
The typical radiation pattern is shown in Figure 5.2. In the case of an aperture antenna, as might be used in an FMCW or stepped frequency radar, the field at a point \( P(x, y, z) \) some distance from the aperture is given by the scalar field \( F(P) \) which is known as the Fresnel-Kirchhoff scalar diffraction field. It is derived by integrating over the aperture area all elements \( da \) and \( d\phi \), comprising the radiating structure.

\[
E_\theta = \frac{I_0 h}{4\pi} e^{-jk\phi} \left( \frac{j\omega\mu}{r} + \frac{1}{j\omega r^2} + \frac{\eta}{r} \right) \sin \theta
\]  

(5.3)

In the reactive field of the antenna when \( r \) is small the most important term is \( H_\phi \), which varies as \( 1/r^2 \), and in \( E_r \) and \( E_\phi \) those terms which vary as \( 1/r^3 \). At large distances from the source the terms of \( E \) and \( H \) which are most significant are those varying as \( 1/r \). In the case of a half-wave dipole the far field intensity is

\[
|E_\phi| = \frac{60I_m}{r} \left( \cos \left( \frac{\pi}{2} \cos \theta \right) \right) \sin \theta
\]  

(5.4)

The typical radiation pattern is shown in Figure 5.2.

In the case of an aperture antenna, as might be used in an FMCW or stepped frequency radar, the field at a point \( P(x, y, z) \) some distance from the aperture is given by the scalar field \( F(P) \) which is known as the Fresnel–Kirchhoff scalar diffraction field.

It is derived by integrating over the aperture area all elements \( d\alpha \) and \( d\beta \), comprising the radiating structure.

\[
F(P) = \frac{1}{4\pi} \int_{\text{area}} G(\alpha, \beta) \frac{e^{-jk\phi}}{r} \left( \left( jk + \frac{1}{r} \right) \cos(n, r) + jk \cos(n, s) \right) d\alpha d\beta
\]  

(5.5)
Figure 5.2 Radiation pattern of an electrically small antenna

where $G(\alpha, \beta)$ is the illumination of the field across the aperture, $k = \frac{2\pi}{\lambda}$, $n, r$ is the angle between the normal to the aperture and the $r$ direction, and $n, s$ is the angle between the normal to the aperture and the phase illumination across the aperture.

The expression for $F(P)$ is traditionally separated into three regions depending on the assumptions made to solve the problem.

The first region is defined as the reactive near field and exists close to the aperture. It is generally considered that the above integral formulation is not rigorous as the boundary conditions are undefined.

The Fresnel region is considered to extend from the reactive near field and takes in a radiating near field region which extends to $2D^2/\lambda$, where $D$ is the aperture’s maximum dimension.

Skolnik [2] details a number of approximations which enable the scalar field in the Fresnel region to be defined as

$$F(P) = \frac{(1 + \cos \theta)}{2\lambda} e^{-jkz} \frac{1}{R} \int_{\text{area}} G(\alpha, \beta) \exp\left(\frac{(x - \alpha)^2 + (y - \beta)^2}{2z}\right) d\alpha d\beta$$

(5.6)

However, these approximations restrict the Fresnel approximations to fields $\geq 8\lambda$ from the antenna aperture.
Therefore any calculations relating to antenna radiation should consider the reactive near field and close-in Fresnel region as being the most likely zones of operation.

It is important to appreciate the effect of the material in close proximity to the antenna. In general this material, which in most cases will be soil or rocks, or indeed ice, can be regarded as a lossy dielectric and by its consequent loading effect can play a significant role in determining the low frequency performance of the antenna and hence surface-penetrating radar. The behaviour of the antenna is intimately linked with the material and, in the case of borehole radars, the antenna actually radiates within a lossy dielectric, whereas in the case of the surface-penetrating radar working above the surface the antenna will radiate from air into a very small section of air and then into a lossy half-space formed by the material. The behaviour of antennas both within lossy dielectrics and over lossy dielectrics has been investigated by Junkin and Anderson [3], Brewitt-Taylor et al. [4], Burke et al. [5] and Rutledge and Muha [6], and is well reported. The propagation of electromagnetic pulses in a homogeneous conducting earth has been modelled by Wait [7], and King and Nu [8], and the dispersion of rectangular source pulses suggests that the time domain characteristics of the received pulse could be used as an indication of distance.

The interaction between the antenna and the lossy dielectric half-space is also significant as this may cause modification of the antenna radiation characteristics both spatially and temporally and should also be taken into account in the system design. In the case of an antenna placed on an interface, the two most important factors are the current distribution and the radiation pattern. At the interface, currents on the antenna propagate at a velocity which is intermediate between that in free space and that in the dielectric. In general the velocity is retarded by \( \sqrt{(\varepsilon_r + 1)/2} \).

The net result is that evanescent waves are excited in air whereas in the dielectric the energy is concentrated and preferentially induced by a factor of \( n^3:1 \).

The respective calculated far field power density patterns, in both air and dielectric, are given by Rutledge and Muha [6], and these are plotted for relative dielectric constants of 4, 6, 8 and 10 in Figures 5.3 and 5.4 (see also Table 5.1 and the Mathcad worksheet C5, antenna over dielectric).

### Table 5.1 Power density patterns in air and dielectric

<table>
<thead>
<tr>
<th>Plane</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane</td>
<td>Plane</td>
</tr>
<tr>
<td>( S(\theta_a) ) radiation pattern in air</td>
<td>( S(\theta_a) ) radiation pattern in dielectric</td>
</tr>
<tr>
<td>( H ) ( \alpha \left( \frac{\cos \theta_a}{\cos \theta_a + \eta \cos \theta_d} \right)^2 )</td>
<td>( \alpha \eta \left( \frac{\eta \cos \theta_d}{\cos \theta_a + \eta \cos \theta_d} \right)^2 )</td>
</tr>
<tr>
<td>( E ) ( \alpha \left( \frac{\cos \theta_d \cos \theta_d}{\eta \cos \theta_a + \cos \theta_d} \right)^2 )</td>
<td>( \alpha \eta \left( \frac{\eta \cos \theta_d \cos \theta_d}{\eta \cos \theta_a + \cos \theta_d} \right)^2 )</td>
</tr>
</tbody>
</table>
Figure 5.3  E-plane plot of far-field power density of a current element radiating into a dielectric

Figure 5.4  H-plane plot of far-field power density of a current element radiating into a dielectric

The above expressions assume that the current source contacts the dielectric whereas a more general condition is when the antenna is just above the dielectric. The sidelobes in the pattern are a direct result of reactive field coupling. A significant practical problem for many applications is the need to maintain sufficient spacing to avoid mechanical damage to the antenna. It can therefore be appreciated that the effect of changes in distance between the antenna and half-space cause significant variation in the resultant radiation patterns in the dielectric.
Where the source interface space is increased, the antenna field patterns are modified by a reduction in the effect of the reactive field.

This situation was considered by Junkin and Anderson [3], and the radiation characteristics of the antenna can be considered by examining two conditions; the first is where a line source is placed above and radiates into a half-space (Figure 5.5), and the other case where a line source is placed within and radiates out of a half-space [3]. In the case of a source above a half-space where the source–interface spacing is very small, the reactive fields are capable of inducing currents in the half-space dielectric, which subsequently become propagating waves. The situation of the waves reflected from a target can be considered from the point of view of a line source embedded in the dielectric half-space. This radiated field in free space is shown in Figure 5.6 [3] and it can be seen that surface waves play a significant role.
The overall configuration is further complicated by the use of separate transmit and receive antennas which causes a convolution of the separate radiation patterns to form a composite pattern.

The use of separate transmit and receive antennas is dictated by the difficulty associated with operation with a single antenna which would require an ultra-fast transmit–receive switch. As it is not yet possible to obtain commercially available ultra-fast transmit–receive switches to operate in the sub-nanosecond region with sufficiently low levels of isolation between either transmit and receive ports or breakthrough from the control signals, most surface-penetrating radar systems use separate antennas for transmission and reception in order to protect the receiver from the high level of transmitted signal. Therefore the crosscoupling level between the transmit and receive antenna is a critical parameter in the design of antennas for surface-penetrating radar and satisfactory levels are usually achieved by empirical design methods. Typically a parallel dipole arrangement achieves a mean isolation in the region of $-50$ dB, whereas a crossed dipole arrangement can reduce levels of crosscoupling to $-60$ dB to $-70$ dB. For the crossed dipole arrangement such levels are highly dependent on the standard of mechanical construction, and a high degree of orthogonality is necessary.

The crossed dipole is sensitive to variations in antenna to surface spacing and it is important to maintain the plane of the antenna parallel with the plane of material surface to avoid degrading the isolation.

In the following Sections we consider the various types of antenna that can be used with surface-penetrating radar. The two general types of antenna that are useful to the designer of surface-penetrating radar fall into two groups: dispersive and nondispersive antennas.

Examples of dispersive antennas that have been used in surface-penetrating radar are the exponential spiral, the Archimedean spiral, the logarithmic planar antenna, the Vivaldi antenna and the exponential horn. Examples of nondispersive antennas are the TEM horn, the bicone, the bow-tie, the resistive, lumped element loaded antenna or the resistive, continuously loaded antenna. A typical antenna used in an impulse radar system would be required to operate over a frequency range of a minimum of an octave and ideally at least a decade, for example, $100$ MHz–$1$ GHz. The input voltage driving function to the terminals of the antenna in an impulse radar is typically a Gaussian pulse and this requires the impulse response of the antenna to be extremely short. The main reason for requiring the impulse response to be short is that it is important that the antenna does not distort the input function and generate time sidelobes. These time sidelobes would obscure targets that are close in range to the target of interest; in other words, the resolution of the radar can become degraded if the impulse response of the antenna is significantly extended. All of the antennas used to date have a limited low frequency performance unless compensated and hence act as highpass filters; thus the current input to the antenna terminals is radiated as a differentiated version of the input function.

In general it is reasonable to consider that the far field radiated electric field is proportional to the derivative of the antenna current.
The current waveform and the radiated electric field are shown in Figure 5.7.

The following Sections of this Chapter will consider the various classes of antennas that can be successfully used. While these classes can be sub-divided into the classes of dispersive and nondispersive antennas, there are actually significant differences in design and in operation of different types within these broad categories. Therefore this Chapter considers element antennas, travelling wave antennas, ...

![Diagram of antenna response](image)

**Figure 5.7** Time domain and frequency domain response of an antenna when driven by an impulse
Continuous line = input; dotted line = output; upper = time domain; lower = frequency domain

It has been shown that for a physically realisable causal pulse both the initial value of the antenna current and the initial value of the first derivative of the antenna current must be zero.

If we assume that

\[ i(t) = I \left( \frac{t^2}{T} \right) e^{-2t/T} \]  

(5.7)

then

\[ e(t) = k \frac{di(t)}{dt} \]  

(5.8)

The current waveform and the radiated electric field are shown in Figure 5.7.

The following Sections of this Chapter will consider the various classes of antennas that can be successfully used. While these classes can be sub-divided into the classes of dispersive and nondispersive antennas, there are actually significant differences in design and in operation of different types within these broad categories. Therefore this Chapter considers element antennas, travelling wave antennas,
frequency independent antennas, aperture antennas and array antennas separately. It is useful, however, to consider the general requirements of the overall class of antennas, which can broadly be considered as being frequency independent. There are a number of requirements for frequency independent operation and these are as follows:

(i) excitation of the antenna from the region of the antenna from which high frequencies are radiated
(ii) a transmission region formed by the inactive part of the antenna between the feed point and the active region. This zone should produce negligible far field radiation
(iii) an active region from which the antenna radiates strongly because of an appropriate combination of current magnitude and phases
(iv) an inactive region created by means of reflection or absorption beyond the active region. It is essential that there is a rapid decay of currents beyond the active region. Efficient antennas achieve this by means of radiation in the active region, whereas the less efficient use resistive loading techniques to achieve this characteristic
(v) a geometry defined entirely by angles, i.e. the biconical dipole, conical spiral, planar spiral, are all defined by angle. These antennas maintain their performance over a frequency range defined by the limiting dimensions. Provided that in these cases, an extended impulse response is acceptable, these antennas provide a performance that can be useful.

5.2 Element antennas

Element antennas such as monopoles, dipoles, conical antennas and bow-tie antennas have been widely used for surface-penetrating radar applications.

Generally they are characterised by linear polarisation, low directivity and relatively limited bandwidth, unless either end loading or distributed loading techniques are employed, in which case bandwidth is increased at the expense of radiation efficiency. Various arrangements of the element antenna have been used such as the parallel dipole and the crossed dipole, which is an arrangement that provides high isolation and detection of the crosspolar signal from linear reflectors.

It is useful to consider those characteristics of a simple normally conductive dipole antenna which affect the radiation response to an impulse applied to the antenna feed terminals.

As shown in Figure 5.8, two current and charge impulses will travel along the antenna elements until they reach each end. At the end of the antenna the charge impulse increases while the current collapses. The charge at the end of the antenna gives rise to a reflected wave carried by a current travelling back to the antenna feed terminals. This process continues for a length of time defined by the ohmic losses within the antenna elements. As far as the radiation field is concerned the
and must equal zero at the surface of the antenna. This condition can only be satisfied at certain points along the element and implies that for a lossless antenna there is no radiation of energy from the impulse along the element. The radiated field is therefore caused by discontinuities, that is the feed point and end point are the prime sources of radiation. As would be expected, the time sequence of the radiated field can be visualised by the electric field lines as shown in Figure 5.9.

As it is required to radiate only a single impulse, it is important to eliminate either the reflection discontinuities from the far end of the antenna by end loading or reduce the amplitude of the charge and current reaching the far end. The latter can be

\[
E_z = -\frac{1}{4\pi\varepsilon_0} \int_{l_1}^{l_2} \left\{ \frac{1}{c} \frac{dl}{dt} + \frac{\partial q}{\partial z'} \right\} \frac{1}{r} \, dz'
\]

(5.9)

and must equal zero at the surface of the antenna. This condition can only be satisfied at certain points along the element and implies that for a lossless antenna there is no radiation of energy from the impulse along the element. The radiated field is therefore caused by discontinuities, that is the feed point and end point are the prime sources of radiation. As would be expected, the time sequence of the radiated field can be visualised by the electric field lines as shown in Figure 5.9.
achieved either by resistively coating the antenna or by constructing the antenna from a material such as Nichrome, which has a defined loss per unit area. In this case the antenna radiates in a completely different way as the applied charge becomes spread over the entire element length and hence the centres of radiation are distributed along the length of the antenna.

In essence, the electric field $E_z$ must now satisfy the condition

$$-rac{1}{4\pi \varepsilon_0} \int_{l_1}^{l_2} \left\{ \frac{1}{c} \frac{dI}{dt} + \frac{\partial q}{\partial z'} \right\} \frac{1}{r} \, dz' = R' I$$

(5.10)

which implies that some dispersion takes place.

The electric field lines for the lossy element are now different from the lossless case and are shown in Figure 5.10. Further analysis of the radiation characteristics of a resistively coated dipole antenna is given by Randa et al. [10] and Esselle and Stuchly [11].

The parameters of the antenna such as input resistance, resistivity profile, etc. have all been extensively treated in a classic paper by Wu and King [12]. Lumped
element resistors can be placed at a distance $\lambda/4$ from the end of the antenna [13] and a travelling wave distribution of current can be produced by suitable values of resistance. The distribution of current varied almost exponentially with distance along the element. Instead of lumped element resistors a continuously distributed constant internal impedance per unit length can be used. The parameters of a centre fed cylindrical antenna can be characterised by a distribution of current equivalent to a travelling wave.

The cylindrical antenna with resistive loading has been shown by Wu and King [12] to have the following properties. The far field pattern of the antenna comprised both real and imaginary components, i.e.

$$F_m = \sqrt{F_r^2 + F_i^2}$$ (5.11)

where for a quarter-wave antenna:

$$F_r = \frac{1 + \cos^2\theta - 2\cos\theta \left(\frac{\pi}{2}\cos\theta\right)}{\left(\frac{\pi}{2}\right)\sin^3\theta}$$ (5.12)
where \( R_0 \) is the resistivity at the drive point of the element, \( H \) is the element length and \( z \) is the distance along the antenna.

A graph of resistivity versus length for a 200 mm element is shown in Figure 5.11. The overall efficiency of this type of antenna can be improved by reducing the value of \( R_0 \) and an increase of from 12% to 28% by reduction of \( R_0 \) to 0.3 \( R_0 \) was shown by Rao. Typical graphs of return loss and crosscoupling are shown in Figures 5.12 and 5.13. The typical time domain response of a continuously resistive Iy loaded dipole is shown in Figure 5.14.

The efficiency of the antenna is given as

\[
\eta = \frac{P_r}{P_r + P_a}
\]

(5.14)

where \( P_r \) is radiated power and \( P_a \) is absorbed power.

For a resistively loaded antenna of the Wu–King type the efficiency is \(~10\%\) but rises to a maximum of 40\% for antenna lengths of 40.

The resistivity taper profile for a cylindrical monopole has the form given by Rao [14],

\[
R(z) = \frac{R_0}{1 - z/H}
\]

(5.15)

where \( R_0 \) is the resistivity at the drive point of the element, \( H \) is the element length and \( z \) is the distance along the antenna.

A graph of resistivity versus length for a 200 mm element is shown in Figure 5.11. The overall efficiency of this type of antenna can be improved by reducing the value of \( R_0 \) and an increase of from 12\% to 28\% by reduction of \( R_0 \) to 0.3 \( R_0 \) was shown by Rao. Typical graphs of return loss and crosscoupling are shown in Figures 5.12 and 5.13. The typical time domain response of a continuously resistively loaded dipole is shown in Figure 5.14.
Figure 5.12  Time domain reflectometer return loss of a resistively loaded dipole

Figure 5.13  Crosscoupling of a pair of resistively loaded dipoles 45 MHz to 3 GHz
Further improvement in bandwidth can be gained by matching the antenna with a compensation network, and a field probe has been developed, with a bandwidth of 20 MHz to 10 GHz, by Esselle and Stuchly [11]. Obviously the use of a compensation network further reduces efficiency, but with a high impedance receiver probe, a frequency range of 10 MHz to 5 GHz can be achieved.

Resistively loaded dipoles have been used as electric field probes for EMC measurement applications, and although the frequencies of operation are well in excess of that used for surface-penetrating radar applications, it is useful to consider the general approach adopted by Maloney and Smith [15].

Antennas have been developed by Kanda, initially using 8 mm dipoles, to measure frequencies up to 18 GHz, and subsequently 4 mm dipoles were used by Kanda (Randa et al. [10]) to measure over the frequency range 1 MHz to 40 GHz with an error of ±4 dB. The transfer function of this antenna is in the order of −50 dB, which illustrates the penalty which is paid for ultra-wideband width operation.

A design which offers improved efficiency over the continuously loaded resistive antenna is based on a pair of segmented blade antennas arranged in a butterfly configuration and fed in phase. Each blade consists of a series of concentric conducting rings connected together by chip resistors. Radial cuts are used to reduce transverse currents. The efficiency of this class of antenna is higher than the continuously loaded dipole without serious degradation of the time domain response.

The triangular bow-tie antenna has been widely used in commercial surface-penetrating radar systems. A triangular bow-tie dipole of 35 cm length with a 60° flare angle can provide useful performance over an octave bandwidth of 0.5 GHz to 1 GHz with a return loss of better than 10 dB, as shown by Brown and Woodward [16]. Evidently without some form of end loading such an antenna would not be immediately suitable for use with impulse radar systems and the triangular antenna normally uses end loading to reduce the ringing that would normally occur in an unloaded triangular plate antenna. The technique can also be used with a folded dipole and the use of terminating loads results in a transient response equivalent to one and a half cycles [17].

An alternative approach to antenna design is based on electric dipole radiation from a Hertzian magnetic dipole as developed by Harmuth [18], and Harmuth and Ding-Rong [19, 20], provided that the radiation components from current flowing in one direction can be isolated. The advantage of using the Hertzian magnetic dipole
lies in removing the need, as in the case of the electric dipole, to produce large currents and charges which do not contribute significantly to the far field radiation field.

In practice the generator must be shielded and absorbing ferrite is used to reduce currents flowing on the shield. The main advantage of the Hertzian magnetic dipole is the ability to produce very short pulses from electrically small antennas.

5.3 Travelling wave antennas

In this Section we shall consider the use of antennas capable of supporting a forward travelling TEM wave. In general, such antennas consist of a pair of conductors either flat, cylindrical or conical in cross-section, forming a V structure in which radiation propagates along the axis of the V structure as shown in Figure 5.15. Although resistive termination is used, this type of antenna has a directivity in the order of 10–15 dB, hence useful gain can still be obtained even with a terminating loss in the order of 3 dB to 5 dB. The travelling wave current on one of the cylindrical elements of a V antenna is given by Iizuka [21] and is also discussed by King [22],

$$I_z = I_a e^{-j\beta z}$$

(5.16)

Hence the azimuthal radiation field $E$ is given by

$$E = \frac{j\omega \mu e^{-j\beta r}}{4\pi} \int_0^l I_0 e^{-j\beta z(1-\cos\theta)} \sin\theta \, dz$$

(5.17)

where $R$ is the loading resistance, $l$ is the length of the element, $z$ is the distance from radiating source and $\theta$ is the angle in the $H$-plane.

This simplifies to

$$E_T(\theta) = \frac{1 - \exp(-j\beta(l_0 - l_1)(1 - \cos\theta))}{1 - \cos\theta} \sin\theta$$

(5.18)

Figure 5.15 Travelling wave TEM antenna
However, a standing wave also exists caused by the resistive termination at the end of the antenna, and the contribution from this is given by

\[ E_S(\theta) = j \frac{\exp(-j \beta (l_0 - l_1)(\cos \theta))}{\sin \theta} \left[ \cos \left( \frac{\pi}{2} \cos \theta \right) + j \left( \sin \left( \frac{\pi}{2} \cos \theta \right) - \cos \theta \right) \right] \] (5.19)

The resultant field from one element can be derived from the sum of the contribution

\[ E'(\theta) = E_T(\theta) + E_S(\theta) \] (5.20)

and hence the field from both elements is

\[ E = E'_U(\theta) + E_L(\theta) \] (5.21)

where \( U \) denotes the upper element and \( L \) denotes the lower element.

The antenna will in fact radiate an impulse which is extended in time as a consequence of the geometry of the antenna. The pulse distortion on boresight is given by Theodorou et al. [23],

\[ t = \frac{L}{v} (1 - \cos \alpha) \] (5.22)

where \( \alpha \) is the half-angle between the elements, \( L \) is the element length and \( v \) is the phase velocity of waves along the antenna.

Evidently a small flare angle and short element length help in reducing pulse extension.

The electric field on boresight is related to the time derivative of input current and is given by

\[ E = \frac{-\mu_0 L \sin \alpha}{2\pi r} \frac{\partial I_1(t - r/u)}{\partial t} \] (5.23)

The impedance of the antenna should vary in such a way that the derivative of impedance at the feed and end parts is a minimum and along the antenna is low.

Typically the characteristic impedance is given as a function of distance \( x \) as

\[ Z_0(x) = Z_x \exp(-K_1 \cos K_2 x) \] (5.24)

Hence

\[ \frac{dZ_0(x)}{dx} \to 0 \quad \text{for} \quad K_2 x = 0 \vee \pi \] (5.25)

Usually the feed impedance is of the order of 50 \( \Omega \) and the end impedance is desired to be equal to that of free space (377 \( \Omega \)). However, there is usually a difference between the transmission line wave impedance characteristic and that of waves in free space, and a design to meet given criteria in terms of return loss must take this effect into account.

Graphs of both typical antenna impedance and rate of change of impedance as a function of length are shown in Figures 5.16 and 5.17.
Figure 5.16 Characteristic impedance of a travelling wave antenna

Figure 5.17 Rate of change of impedance of a travelling wave antenna

Using this characteristic a typical antenna-antenna time domain response is shown in Figure 5.18.

Improved directivity can be obtained using a V-conical antenna as shown by Shen et al. [24]. This is formed by a pair of triangular metal plates bent around a cone. The antenna is characterised by two angles, the flare half-angle and the azimuthal angle $\phi$. Further developments of the TEM horn design from the original design first described
A further development of the TEM horn is given by Martel et al. [30].

The antenna is composed of a set of spread 'fingers' forming the shape of a horn as shown in Figures 5.19 and 5.20. Each finger is a wire with a diameter of 1 mm and is resistively loaded at different locations along the length of the antenna. The feed component for the antenna is comprised of a 50 $\Omega$ coax, feeding a tapered parallel plate waveguide with a width of 30 mm and a height of 7 mm. A taper along the width of the top parallel plate is used as a transition to transform a 50 $\Omega$ unbalanced line into a 50 $\Omega$ balanced line.

Optimisation was undertaken on the geometry of the antenna, and the values and positions of the loaded resistances. The fixed parameters were the dimensions at the antenna feed point and the length of the antenna, which for practical purposes was set to 35 cm. The height and width of the horn aperture were the variable parameters of the geometry.

An investigation on the number of resistances was also undertaken. While the efficiency is not a critical issue, a compromise had to be found between the efficiency and the broadband response of the antenna. The usage of many resistances leads to a lower reflection coefficient but degrades the efficiency considerably. Reducing the number of resistances makes the antenna efficient but causes multiple reflections. After investigating the effect of the number of resistors on the performance of the antenna, the best compromise was to design the antenna with five resistors. The antenna has therefore been optimised with five resistors along the arms of the TEM antenna.
horn in order to achieve a satisfactory VSWR over the frequency range \([100,1400]\) MHz. The method of moments (MoM) was used in the optimisation process. Within this framework the resistors were modelled as lumped loads.

An optimised geometry was determined with the following dimensions: \(W = 30\) cm, \(H = 10\) cm and \(L = 35\) cm, where \(W\) is the aperture width of the horn, \(H\) is the aperture height of the horn and \(L\) is the length of the antenna.

Figure 5.21 shows the predicted VSWR in the frequency band \([0,1400]\) MHz for the optimum design. The method using cascaded segments of strips agreed well
with the MoM. The VSWR was better than 2:1 for frequencies between 400 and 1400 MHz. The best performance was achieved at 700 MHz.

The predicted time domain pulse of the optimum design is shown in Figure 5.22. The shape of the time domain antenna response is similar to a second derivative Gaussian signal. It can be seen that most of the internal reflections have been suppressed. The rate of decrease for the unwanted ringing is better than 9 dB/ns.

5.4 Impulse radiating antennas

Impulse radiating antennas (IRAs) are a class of focused aperture ultrawideband antennas designed to radiate extremely short electromagnetic pulses when fed by a fast rise time step waveform. Impulse radiating antennas (IRAs) have found applications such as foliage penetration, hostile target identification, buried object detection and broadband jamming. A typical IRA antenna is a reflector antenna fed by a pair of conical transmission lines connected in parallel at the focal point. A large (several metres) diameter reflector antenna is suitable for generating an impulsive radiated field amplitude of between 4 and 5 kV/m with a pulse duration of ~200 ps at a range of ~300 m. The spectrum of the radiated field extends from about 50 MHz to several GHz.
IRAs are composed of a conical, nondispersive, TEM feed structure that is fed at the focal point of a reflector, although sometimes a lens may be used (see Figure 5.23). The radiated waveform is the time derivative of that applied to the feed because of diffraction effects. The reflector changes the TEM mode wave on the feed line into a plane wave and the gain of the antenna results in a very narrow beam of a degree or less.
Much work has been carried out on the fundamental design of this type of antenna by Baum [31], Baum and Farr [32], Farr and co-workers [33–38], Buchenauer et al. [39] and Tyo et al. [40, 41]. For an IRA to radiate well collimated impulses, the feed point must be at the true focal point of either the reflector or the lens. Practical limitations result in defocusing, which has the adverse effect of distorting the radiated impulse and reducing the gain of the antenna. In addition to its use as a single element antenna, the IRA can be used in arrays. Tyo et al. [40] describe the development of a number of impulse radiating antennas (IRAs) for use in various ultra-wideband (UWB) and UWB high-power microwave (HPM) applications. Many of these antennas are designed to behave as differentiating antennas excited by a fast-rising step waveform, thereby resulting in a large-amplitude, narrow pulse in the far field. To mitigate some of the limitations of reflector IRAs and lens IRAs, a new class of IRAs – the array IRA – has been proposed and examined in a number of studies. The principal benefit that is realisable with an array IRA is the potential for electronic beam steering. Secondly, array IRAs will allow for far-field power combination from solid-state sources that are currently under development. In addition to these primary benefits, array IRAs provide a reduction in volume and the related mass of the antennas. It is important to note, however, that these benefits come at the cost of the added complexity associated with the precise timing of the array elements that is necessary for beam forming and far-field power combination. Further information on antenna design can be found at http://www.farr-research.com/, and an example of an IRA design is shown in Figure 5.24.

Figure 5.24  Impulse radiating antenna (Courtesy Farr Research Inc.)
5.5 Frequency independent antennas

This class of antennas has a geometry entirely defined by angles and exhibits a performance over a range of frequencies set by the overall dimensions of the structure. Typical examples are the biconical dipole, equiangular spiral and conical spiral. Log periodic structures can also provide broadband performance but are not completely defined in terms of angles [42].

Various developments of the spiral antenna or conical spiral antenna have been carried out by Miller and Landt [43], Pastol et al. [44], Dyson [45], Morgan [46], Kooy [47], Deschamps [48], Bawer and Wolfe [49] and Goldstone [50].

The impulse response of this class of antennas is extended and generally results in a 'chirp' waveform if the input is an impulse. The main reason for this is that the high frequencies are radiated in time before the low frequencies as a result of the time taken for the currents to travel through the antenna structure and reach a zone in which radiation can take place.

The geometry of the equiangular spiral is defined by

\[ \rho = \kappa e^{a\phi} \]  

(5.26)

as shown in Figure 5.25.

The two arm equiangular planar spiral can provide acceptable radiation patterns, which can be obtained with spirals of as little as 1.25 to 1.5 turns.

For a planar equiangular spiral the radiation pattern is bi-directional with equal lobes both front and back of the plane of the antenna. Uni-directional radiation can be achieved by backing the spiral with absorptive material on one side.

The near fields along the arms decay rapidly by as much as 20 dB per wavelength, and this reduction is a constant function of the ratio of the electrical length of the arm. Effectively the active arm length is a constant as frequency is increased; hence the effective aperture of the antenna increases with frequency. This characteristic of the equiangular spiral can also be viewed as a nonstationary phase centre,
which consequently causes dispersion of any impulsive signal applied to the feed terminals.

It is evident that at wavelengths which are of the same order as the length of the arms the polarisation of the radiated field is linear, and as the frequency is gradually increased becomes elliptical and then circular.

A photograph of a multi-arm equiangular spiral is shown in Figure 5.26. In this realisation eight separate arms are used to form a transmit pair arranged orthogonally to a receive pair and interleaved with screening arms to improve the isolation between the transmit and receive arms. Loading resistors were used to reduce late time currents. The radiation pattern of this antenna at 500 MHz is shown in Figure 5.27 and the on-axis axial ratio is shown in Figure 5.28.

In general the upper frequency of operation is defined by the accuracy of construction at the feed point or, in the case where the antenna is fed by a balun, the characteristics of the balun.

Where such antennas are excited by an impulsive input waveform the far field radiated waveform exhibits significant dispersion. The effect of dispersion can be corrected by deconvolution of the antenna response. A typical time domain characteristic of the equiangular spiral is shown in Figure 5.29.

The short pulse radiation characteristics of a conical spiral depend on the type of input waveform, which must be carefully selected to restrict the amount of very low frequency energy [50]. If, for example, a Gaussian impulse is applied then energy at very low frequencies becomes trapped in the antenna, which then functions as a resonant structure and radiates an extended far field waveform. Generally the antenna must be properly loaded to reduce radiation from such resonant currents.
The main potential advantage of the planar equiangular spiral is the radiation of circular polarisation. Where the target, such as a pipe or cable, displays significant polarisation attributes, circular polarisation can be a means of preferential detection.

The Vivaldi antenna [51] also falls into the class of a periodic continuously scaled antenna structure and within the limiting size of the structure has unlimited instantaneous frequency bandwidth. It provides end fire radiation and linear polarisation and can be designed to provide a constant gain-frequency performance. The Vivaldi antenna consists of a diverging slot-form guiding conductor pair as shown in

*Figure 5.27  Radiation pattern of a single arm of a multi-arm spiral at 900 MHz*
Figure 5.29 Time domain response of an equiangular spiral antenna

Figure 5.30. The curve of one of the guiding structures follows the equation

$$z = Ae^{kx}$$  \hspace{1cm} (5.27)

Radiation is produced by a nonresonant travelling wave mechanism by waves travelling down a curved path along the antenna. Where the conductor separation is small, the travelling wave energy is closely coupled to the conductor but becomes less so as the conductor separation increases. The Vivaldi antenna provides gain when the
phase velocity of the travelling wave on the conductors is equal to or greater than that in the surrounding medium. Typical radiation patterns for an elemental Vivaldi are shown in Figure 5.31.

The lower cutoff frequency is defined by the dimensions of the conductor separation, being a half wavelength, and the gain is proportional to overall length. The impulse response of the antenna is extended due to the nonstationary phase centre but can, of course, be corrected by the use of a matched filter. Note that the sidelobe and backlobe radiation is significant unless suitable absorbers and screening are used.

5.6 Horn antennas

Horn antennas have found most use with FMCW surface-penetrating radars where the generally higher frequency of operation and relaxation of the requirement for linear phase response permit the consideration of this class of antenna. Exponentially flared TEM horns with dielectric loading have been developed to operate over decade bandwidths [52]. The design of horn antennas is well covered in the literature, but of particular interest is the short axial length double-ridged horn as shown in Figure 5.32.
This design can provide useful gain over a decade bandwidth using a logarithmic characteristic curve for the ridges. Typically the short axial length horn provides a VSWR of better than 2:1 and a gain of 10 dB over a frequency band of 0.2 GHz to 2 GHz for an axial length of 0.76 m. Typical radiation patterns are shown in Figures 5.33 and 5.34.
The concept of the ridged horn design can be adapted to form a quad-ridged horn operating from 0.3 to 1.9 GHz. A return loss of better than 10 dB and a crosscoupling level of better than 35 dB can be obtained. The quad-ridged horn can be used to extract information on the polarisation state of the reflected signal.
An FMCW radar has been developed using an offset paraboloid fed by a ridged horn [54] (see Figure 5.35). The arrangement was designed to focus the radiation into the ground at a slant angle to reduce the level of the reflection from the ground. Care needs to be taken in such arrangements to minimise the effect of back and side lobes from the feed antenna, which can easily generate reflection from the ground surface.

Although horn antennas have been used mostly with FMCW systems, it is possible to radiate pulses, and the impulse response of a typical exponential horn antenna is shown in Figure 5.36.

Note that pulse shape is distorted by the limited low frequency performance due to the physical size of the antenna. In addition the exponential flare causes dispersion of the transmitted pulse.

The main advantage of the ridged horn is high aperture efficiency, although at high frequencies where the aperture is many wavelengths wide large phase errors will be present across the aperture unless the horn is long. The basic ridged horn design provides a characteristic impedance in the TE10 mode, which is given by

$$z = Z_0e^{kx} \quad \text{for } 0 \leq x \leq \frac{l}{2}$$

(5.28)

where $Z_0$ is the characteristic impedance of the waveguide and $k$ is the average of the start and end point impedances.

Experimentally, Walton and Sundberg [55] found that the width of the ridge should be increased in the flared section to avoid the excessive phase errors and the resulting loss of gain which occurs when the ridge is near the aperture.
It is normal to use a phase correcting lens, as typically the phase error is a quadratic function of the maximum aperture dimensions. Either a doubly plano-convex lens fed on the convex side can be used or a composite lens (one for each plane) can be employed.

Very often the horn antenna is used to feed an offset-fed parabolic reflector. In the case of time domain systems the reflector will introduce transient delays, and the transient time of a paraboloidal reflector, as shown in Figure 5.35, is given by Sun and Rusch [54]:

\[
I_t = \frac{1}{c} \left[ D \sin \theta \cos(\phi_0 - \phi_m) + 2d \sin \theta_{\text{max}} \cos(\phi_0 - \phi_m) \right] 
\]  

(5.29)

where the parameters are defined in Figure 5.36.

Lai obtained improvements in the performance of the ridged horn by the use of a combination of Vivaldi exponential slot line fed folded bow-tie and rolled termination (see Bibliography for Lai and Sinopoli, 1992) as shown in Figure 5.37.

The rolled termination (which is also loaded with absorber) is used to minimise edge diffraction, and well controlled radiation patterns can be produced over several octaves for a 70 cm 30° flare and plate angle antenna. Crosspolar levels are typically 20 dB below copolarised signal levels, and a VSWR of better than 2 : 1 over at least 3 octaves can be achieved.
5.7 Array antennas

Arrays of antennas are an obvious method of increasing the rate of survey of areas of the ground and have been designed and built for road survey and mine detection. Some examples of antenna configurations are given below. There are two approaches to array design. The first is simply to take a number of single channel radars, slave them with a master logger and arrange for the data to be appropriately logged. The other approach is to design the system as an integral array design and exploit the increased capability offered by combining multiple looks and SAR processing. Consideration as to whether the antenna/system should be downward look or forward look is important. A number of antenna array designs are discussed in the chapter on mines. With all array systems, it is important that the surface clutter is properly removed. Close coupling of the antenna to the ground surface is one method. An alternative relies on coherent subtraction but this often means that the ground topography must be relatively smooth. Where removal of the surface clutter is not easy then antennas operating off-normal incidence can be used. However, this in turn brings other problems and antenna near-field effects must be accounted for, and the effect of grazing angle can be a limitation as it limits the potential for full 3D imaging because of the refractive index of the ground compressing the beam within the soil.

All array systems are geared to generating an image of the buried targets, and for that accurate positioning of the array elements is crucial. This can be achieved with differential GPS (DGPS) systems coupled with inertial navigation systems (INS).

An example of the first approach to array design is that taken by the CART Imaging System (‘CART’ stands for ‘computer assisted radar tomography’) from Witten Technologies, Inc.; see www.wittentech.com/products_CART.html.

This uses a fixed array of nine transmitters and eight receivers. Each radar element in the array is a standard ultra-wideband GPR from Mala Geoscience that broadcasts an impulse with a frequency spectrum from about 50 to 400 MHz. The array is controlled by special electronics that fires the transmitter elements and controls the receivers in sequence to create 16 standard bi-static GPR channels covering a 2 m swath on the ground. In this standard ‘bi-static’ mode of operation, each transmitter fires twice in sequence, with each firing being recorded by an adjacent receiver. A multi-static mode, in which each transmitter fires once in sequence and is recorded by all the receivers, is also possible. The array can be towed by a vehicle or pushed in front of a modified commercial lawnmower at speeds up to about 1 km/h (30 cm/s).

Alternative approaches have been adopted by companies in the US (Planning Systems, GeoCenters, BASystems (ex GDE), Mirage, ARL, Jaycor, SRI, Coleman), UK (ERA Technology, Thales and PipeHawk), France (Thales, Satimo), Germany (Rheinmetall) and Israel (Elta), who have developed array systems as an integral design rather than combining existing single channel radars. Much of the interest in high speed array radar systems is for mine detection. Work is being carried out on various National (US, UK, Canada, Germany, France) as well as international CEU programmes, particularly for mine detection. Arrays are typically between 1 and 4 m in width and can operate at speeds up to 10 km/h⁻¹.

The key issues for the design of multi-element GPR systems lie in the channel-to-channel performance and tracking over the desired operational environmental range.
A 32-channel GPR system, for example, must maintain calibration of both start time and time linearity for all channels to within demanding limits. In addition the relative gain and, if used, time varying gain profile, must also match to within close tolerances. Where the antenna array is spaced off the ground, there may also be the need to compensate for variations in surface topography. A further aspect to be considered is the antenna element spacing. This needs to be adequate to provide proper resolution of the wanted target, and it can be shown that the probability of detection with respect to small targets is closely related to the density of the elements of the antenna array. An example section showing 16 elements of a 4m wide swathe radar system with a total of 32 antenna elements is shown in Figure 5.38. This was developed as part of the UK Minder CAP programme on behalf of the UK MoD.

The architecture of the system is based around 16 receivers (8 only shown), each of which sequentially samples the signal incident on the receive antenna elements. The transmitters are synchronised by adjacent receivers and a central master clock. The system is designed to be modular in that it can be either increased in width or alternatively in density and up to 64 channels can be configured (see Figure 5.39). The transmitter–receiver modules can be used either singly or up to $N/2$, where $N$ is the number of antenna elements. Radar images of buried mines are shown in Chapter 12.

A novel approach has been taken by Planning Systems in the United States. They have developed a forward look radar system based on an array of spiral antennas (see Figures 5.40 and 5.41). However, the ability to carry out beam forming by means of inverse synthetic aperture processing could be potentially valuable in many applications.

Rutledge and Muha [6] consider the general situation of imaging antenna arrays, while Anderson et al. [56] consider the specific problem of wideband beam patterns from sparse arrays.

If an array of emitters is driven by a sequence of impulses without any differential time delay the radiated time sequence is as shown in Figure 5.42.

Note the gradual disappearance of the sidelobes as the radiated wave front propagates away from the array. If the sequences of impulses are controlled in time by means of a differential time delay between each element, the beam position can be steered as shown in Figure 5.43.
Figure 5.39  Photograph of downward look 32-channel array system used on MINDER system (courtesy ERA Technology)

Figure 5.40  Archimedian spiral element (courtesy Planning Systems)
The possibility of beam steering by means of time control exists, although the inter-element time delay is limited to a maximum equivalent to the distance between each element.

An alternative means of beam forming is by means of an array as shown in Figure 5.44. Here the objective was to create directivity in the azimuth plane.
Figure 5.43  Beam steering by differential time delay

Figure 5.44  Beam forming by differential time delay
and was achieved by means of a beam forming network using wideband hybrid elements.

The use of timed transmitter arrays and inverse synthetic aperture processing of the signals from a receiver array offers the possibility of achieving considerably improved directivity over all the previous types of antennas discussed in this chapter. A $10 \times 10$ element array will have a peak sidelobe amplitude of $-26$ dB of the main lobe [56] and beam steering of up to $50^\circ$ is feasible.

5.8 Polarisation

It is well known that linear targets such as small to medium diameter pipes act as depolarising features and a linearly polarised crossed dipole antenna rotated about an axis normal to the pipe produces a sinusoidal variation in received signal. However, the null points are a distinct disadvantage, because the operator is required to make two separate, axially rotated measurements at every point to be sure of detecting pipes at unknown orientations as shown in Figure 5.45.

An attractive technique is to radiate a circularly polarised wave which automatically rotates the polarised vector in space and hence removes the direction of signal nulls. Conventionally, circular polarisation refers to a steady-state condition during which a long duration pulse or CW waveforms are transmitted. For impulse radars, the pulse duration is very short ($<5$ ns) and hence a more complex transient situation is encountered.

\[ V_r = V_t K \sin 2\theta \]

\textit{Figure 5.45} Crossed dipole measurement on a linear target
One method of radiating circular polarisation is to use an equi-angular spiral antenna. Unfortunately, the dispersive nature of this type of antenna causes an increase in the duration of the transmitted waveforms, and the radiated pulse takes the form of a ‘chirp’ in which high frequencies are radiated first, followed by the low frequencies. This effect, however, may be compensated by a ‘spiking’ filter, which may take the form of a conventional matched filter or a more sophisticated filter such as a Wiener filter. The use of such an antenna has been shown by British Gas [57] to be a useful method of implementing a pipe detection radar, and plastic pipes buried in wet clay have been detected up to a depth of 1.0 m.

A spiral antenna could be implemented as a multi-element planar structure as shown in Figure 5.26. However, this realisation may often fail to provide the expected performance because of several deficiencies. The limited physical dimensions of the spiral result in elliptical polarisation at low frequencies which can degrade to essentially linear polarisation. Reflections from the ends of the arms cause both clutter and degradation of the circularity of the polarisation. The proximity of the ground affects the reactive field of the antenna, resulting in nonsymmetrical loading and degradation of the far field pattern. An analysis of this type of antenna is given by Anders [58].

A plot of axial ratio measured in free space as a function of angle at a frequency of 500 MHz is shown in Figure 5.28 and shows an acceptable performance of 1 dB. However, at low frequencies the axial ratio degrades quite rapidly, reaching unacceptable values. Similarly, with commercially available baluns the high frequency axial ratio degrades. This situation has a significant effect on the envelope of the polarisation vectors of the transmitted pulse. The consequence of these deficiencies is that multiple angular measurements must be carried out, thus losing the original benefit of employing circular polarisation.

An alternative design possibility is to synthesise a circularly polarised signal. Any steady state wave of arbitrary polarisation can be synthesised from two waves orthogonally polarised to each other. In the design shown in Figure 5.46, a circularly polarised wave is produced by exciting vertically and horizontally polarised waves, each having the same amplitude and with a 90° phase difference between them.

The radiating elements are fed, via wideband (preferably decade) 180° and 90° hybrids, to radiate circular polarisation. If right hand circularly polarised signals are transmitted and received, the preferential detection of linear features (e.g. pipes) is achieved. If, however, right hand circularly polarised signals are transmitted and left hand circularly polarised signals are received, planar features are detected. Hence, if connections to the radiating elements are arranged and switched appropriately, the signals routed to the receiver contain different data according to the sense of polarisation. The data, therefore, can be processed separately and in a different manner in order to provide images of different targets in the material under investigation.

However, hardware deficiencies limit the performance; firstly, it is difficult to achieve wideband operation with 90° hybrids (at least over a decade) and, secondly, even the fastest, state of the art GaAs switches have unacceptably high, break-through levels. An alternative concept is that of the commutated multi-element crossed dipole array.
An example of an eight element antenna in which the crossed dipole pairs can be switched at intervals of up to 1 ms so that the two crossed dipole pairs are orientated between $0^\circ$ and $45^\circ$ is shown in Figure 5.47.

An extension of this design concept is where full commutation over $360^\circ$ in $45^\circ$ steps can be achieved, and this is shown in Figure 5.48. PIN diode switches are used to handle the transmitted power and operate at a switching interval of 1 s, thus achieving $360^\circ$ rotation in $\sim 10$ s. The possibility of real time discrimination using filters based on recognition of the $\cos 2 \theta$ amplitude variation of each range sample can be considered. Operationally such a system would have the advantage of being able to survey rapidly without the limitations imposed by mechanically rotated antennas.
However, all of these schemes do not solve the problem of detecting deeply buried, large diameter pipes (>250 mm) for which the depolarisation of incident signals is low. In this case it may be necessary to detect the co-polar signal, and a parallel dipole antenna system may be needed.

Antenna design approaches based on commutated crossed dipoles, as described in this Section, could prove a successful means of detecting plastic pipes up to 250 mm diameter, provided the radar system has sufficient dynamic range and sensitivity.

5.9 Dielectric antennas

Dr Chi-Chih Chen

Artificial dielectric loading has been used with antennas for surface-penetrating radar. However, the finite size of the dielectric can cause problems in that energy becomes trapped in the dielectric and has the effect of causing a local resonance. Provided, therefore, that the antenna can be loaded in such a way that the dielectric appears semi-infinite, this problem is reduced.

An ultra-wide bandwidth (UWB) dielectric rod antenna has been developed by Chen et al. [59] from the Ohio State University ElectroScience Laboratory for application in detecting shallow targets, such as anti-personnel (AP) mines. This design was modified from the conventional narrow-bandwidth 'polyrod antenna' used for far-field applications. A unique feature of this antenna is that it can be calibrated on site and thus has very little antenna clutter. The illumination spot size can also be controlled by the antenna height. This results in lower surface clutter and better spatial resolution.
The lowest hybrid-mode mode is excited and guided along a circular dielectric waveguide. Such a mode has no cutoff frequency and thus is useful for broad applications. The electromagnetic energy is guided inside and outside the rod simultaneously. When the rod diameter is greater than one wavelength in the material, most energy is confined inside the rod. The external field becomes highly evanescent. The end of the rod is tapered to a point where the electromagnetic waves are radiated out with a broad beamwidth.

The above propagation and radiation properties were investigated by both direct field probing and numerical simulation using the three-dimensional finite-difference time domain (FDTD) technique. Calibration of the UWB rod antenna is done by pointing the rod to a short conducting cylinder whose theoretical response can be easily obtained. A prototype UWB rod antenna operated at 1 to 6 GHz frequency range was built and used in various field tests for the detection of buried anti-personnel mines. The measurement results indicated a very good data quality with good spatial resolution and little antenna clutter. This new antenna can also be applied to other GPR applications.

5.9.1 Introduction

A novel broadband dielectric rod antenna design was developed at the Ohio State University ElectroScience Laboratory for the detection of shallow objects such as landmines [59]. This design utilises a low-loss dielectric cylinder that is separated into launcher, waveguide and radiation sections as illustrated in Figure 5.49. The launcher section launches broadband electromagnetic energy into the rod using special broadband launcher arms. An example of the broadband launcher arm is given in Figure 5.50.

![Figure 5.49](image1) \ The launcher, waveguide and radiation sections of a typical broadband rod antenna design

![Figure 5.50](image2) \ An example of the broadband launcher arm design using resistively terminated conical plates
using resistively terminated conical plates. Both single- and dual-polarisation rod designs have been developed [60]. The waveguide section provides the needed isolation between the launcher and radiation sections. The radiation tip should be carefully designed to efficiently transfer the guided energy into radiation in the forward direction with a broad radiation pattern and spherical phase fronts. In order to minimise the interaction between the antenna and the target (or ground) to be tested, the radar cross-sectional (RCS) area of the tip should also be reduced via a proper tip geometry design (see Figures 5.51 and 5.52) [61]. The operation and characteristics of this new design have been verified and studied with the help of finite-difference time-domain models [62]. A simulation example is shown in Figure 5.53, where two snap-shots of the $x$-component of the guided and radiated electrical fields are plotted (see also Figure 5.54).

The rod antenna design has the following unique features that make it particularly suitable for detecting shallow and small anomalies such as buried antipersonnel mines or cracks (or voids) in pavement:

(i) Broad bandwidth gives good temporal resolution.
(ii) Low antenna-ground interaction reduces surface clutter and allows one to effectively calibrate out system (including antenna).
(iii) Small radiation aperture size provides superior spatial resolution during a close-range scanning.

The spatial resolution is usually determined by the height of the rod tip, ground refractive angle and target depth. As depth and height increase, the spatial resolution
Figure 5.52  Photograph of polyrod antenna

Figure 5.53  Numerical simulations of guided (a) and radiated (b) electromagnetic waves
reduces due to the beam spreading. A lower rod height reduces the illumination spot
size on the ground. This not only improves the spatial resolution but also causes
the surface scattering to spread less in time, thus improving the temporal (or depth)
resolution. Figure 5.55 plots both measured and calculated magnitude distributions
of radiated fields on a transverse plane located 2 in. away from the rod tip. It shows
that the 3-dB spot size is < 1.5 in. above 2 GHz. The horizontal scale indicates the
field positions relative to the centre of the illumination spot. Note that the radiated
pattern of the rod is approximately symmetric. Below 2 GHz, the rod size becomes
relatively small in wavelength (in dielectric) and can no longer effectively confine
the electromagnetic energy within the rod [63].

5.9.2 Summary
This Section has briefly discussed the new dielectric rod antenna design and
its potential usefulness in detecting small, shallow sub-surface anomalies. Both
numerical and experimental results were provided to demonstrate its good tem-
poral and spatial resolution characteristics, which is important in locating and
discriminating the anomaly to be detected. The low-scattering tip design also allows
close-distance interrogation without significant antenna interaction that may distort
the target’s response and increase clutter level. The size of the rod can be reduced by
using a high-dielectric material provided that proper launcher and radiation section
designs are adopted. To operate at lower frequencies, the combination of a high-
dielectric material and a larger diameter is needed to minimise antenna size while
maintaining the one wavelength (in material) requirement. The application of the rod
antenna in detecting and classifying buried landmines was presented. However, this
antenna design should also be advantageous for other shallow GPR applications that
require nonintrusive interrogation, accurate target response, and high temporal and spatial resolutions.

5.10 Summary

The antennas used in surface-penetrating radar systems are, for reasons of portability, usually electrically small and consequently exhibit low gain. This has a profound effect on the performance of the overall system and is probably the only example of a radar system where antenna gain is, in general, so low. However, the bandwidth of the antennas is very much greater than that normally used in conventional radar systems, and surface-penetrating radars generally demonstrate very high range resolution.

The choice of antenna is generally straightforward. The resistively loaded dipole, bow-tie and TEM travelling wave antenna have been primarily used for the impulse
based radar. Where matched filtering can be incorporated in impulse radars then either horn or frequency independent antennas can also be considered.

All the classes of antenna discussed can be used in synthesised, FMCW or noise modulated radars.

Attention must also be given to the means by which the antenna is fed from the transmitter. Generally an antenna is a balanced structure but where cables are used to connect the antenna to the transmitter or receiver, some means is needed of transforming from the unbalanced configuration of the feed cable to the balanced structure of the antenna. On this frequency range, baluns are generally commercially available or, alternatively, purpose designed units can be constructed.

It may be found that multiple reflections between the transmitter and antenna can be troublesome and these can be avoided by making the feed cable long enough to place the reflection outside the time window of interest. This, however, may be undesirable as the cable will act as a lowpass filter unless compensated. An alternative is to mount the transmitter and receiver immediately adjacent to the antenna and this, if correctly designed, can remove the need for either a balun or feed cable.

The anticipated main developments in the field of antennas appear to be related to array antennas. The current interest in the development of free space ultra-wideband radar systems may result in the transfer of useful developments.
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6.1 Introduction

Each of the various modulation techniques used for ground penetrating radar systems has its relative merits, and in this Chapter we consider the general system architecture and system specifications associated with each.

The most frequently used system design is that of the impulse radar, and the majority of commercially available radar systems use short pulses or impulses which generally come in the category of amplitude modulation (AM). The next most frequently used modulation technique is frequency modulation (FM) followed by synthesised pulse (SPM), holographic (HM) and finally coded and noise modulation (NM). In this Chapter we consider the most commonly used techniques in turn and discuss the key parameters, which need to be considered in the design process.

It is useful to state the relationship between a time domain function \( f(t) \) and its representation in the frequency domain \( f(\omega) \). Fourier transform methods can be used to show

\[
F(f(t)) = f(\omega) \quad (6.1)
\]

that is

\[
f(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(t)e^{j\omega t} \, dt \quad (6.2)
\]

The fast Fourier transform (FFT) is often used to compute the transform, but certain well established restrictions must be borne in mind due to its finite limitations. Here we shall consider only the results of applying the Fourier transform over infinite limits.

A real function such as a monocycle is given by the expression

\[
f(t) = A \sin(\omega t) \quad \text{over the range} \quad -\frac{\tau}{2} \leq t \leq \frac{\tau}{2}
\]

\[
f(t) = 0 \quad \text{elsewhere}
\]
The Fourier transform of $f(t)$ is given by

$$F(\omega) = \frac{1}{2\pi} \int_{-\tau/2}^{\tau/2} A \sin(\omega t) e^{-j\omega t} \, dt$$

(6.4)

that is,

$$f(\omega) = \frac{1}{2\pi} \left[ \sin c(\omega' + \omega)\tau - \sin c(\omega' - \omega)\tau \right]$$

(6.5)

and takes the form shown in Figure 6.1. From this it can be seen that the required bandwidth is significant. However, in most cases the material acts as a lowpass filter and attenuates the higher frequencies. Thus, the system designer must therefore consider the effect of the material on system performance, as the general effect is to distort the received time domain waveform by extending its duration and reducing the bandwidth of received information.
Faithful transmission of the particular modulated wave imposes certain requirements on the hardware used in each type of system, and we shall consider each of these in turn in the following Sections. Considerable bandwidth is required to achieve adequate levels of resolution for ground penetrating radar, and the resolution equivalent to a monocycle dictates a bandwidth in the order of three to five octaves. This is a significant requirement and increases the cost and complexity of the transmitter-receiver system. Evidently, as the bandwidth of the system decreases, the effect is to increase the duration of the radiated/received signal, and hence a compromise is reached between the desired resolution/system bandwidth and the characteristics of the material being probed.

The following Sections examine the different classes of modulation and the general system architecture and hardware used to construct a suitable radar system. In general, the output from most systems results in an equivalent time domain representation of the waveform, and hence subsequent signal processing methods will only be referred to where system architecture is different, as for example in the case of holographic imaging radar. It is useful to compare and contrast the fundamental range resolution of various signals, particularly for small targets close in range to large targets, and one approach is given below from an original paper by Daniels [1].

6.2 Resolution of ultra-wideband signals

6.2.1 Introduction

Ultra-wideband signals are used to enable the high-resolution measurement of target features very much less than the target size or, alternatively, of responses from local scattering centres. Radar, sonar, ultrasonic or other active measurement systems can transmit such signals.

A typical measurement system, such as a ground-probing radar system, transmits an ultra-wideband signal through the ground and detects the weak back-scattered signal from the target or targets, which could be dielectric cylinders (mines). A diagram of such a measurement system is shown in Figure 6.2.

The ability of the measurement system to detect both targets is related to the type of waveform and the detection process of the receiver. The relative levels of the two received signals depend on the attenuation of the lossy media, as well as the radar cross-sections of the targets. The level of the signal reflected from the smaller target

![Diagram of measurement process](image-url)
may be much lower than from the larger target. The normal Rayleigh criteria for the resolution of equal amplitude targets shown in Figure 6.3a are clearly unsuitable for the case where the reflected signal from one target is $-20$ dB of the other (Figure 6.3b).

Note that, in all the graphs shown in this Chapter, both time and frequency are plotted in arbitrary dimensionless units.

It is useful to consider what criteria should be adopted for range resolution in a lossy medium. This can be done by considering the relative signal levels in dB as a function of distance for a range of material attenuation, as shown in Figure 6.4.

It can be seen that, for the case of an attenuation of $100 \text{ dBm}^{-1}$, the slope of the graph at a range of 30 cm is $\sim 10 \text{ dB ns}^{-1}$. This suggests that, for two targets with equal reflecting cross-sections and 10 cm apart in range (equivalent to 2 ns), the envelope of the first reflection should be $<-20$ dB of its peak value, at a distance of 10 cm, if the second target is to be detected. If the second target has a lower reflecting cross-section than the first, the requirement in terms of decay is even more severe.
Figure 6.4 Received signal in dB versus range in centimetres in a lossy medium for a range of material attenuation (increasing by 25 dB m$^{-1}$) and a relative dielectric constant of 9.

Figure 6.5 Detection of a weak target adjacent to a strong target, for Gaussian envelopes. Full graph shown inset.

An example for a Gaussian envelope is shown in Figure 6.5, where the separation must be equal to the width of the greater signal at a level of 10% of the peak of the larger signal.

The ability of the measurement system to resolve the reflections from the two targets depends on an adequate signal-to-noise ratio. In this Chapter it is assumed that this is the case and the peak value of the envelope of the signal is significantly...
greater than the rms value of the noise or alternatively the noise tends to zero. In the case of a ground-probing radar system, the noise within the radar receiver is largely determined by the bandwidth and noise figure of the receiver. This Chapter does not address the optimisation of signal characteristics taking into account the dispersive and lossy propagation medium. Pre-compensation for the propagation characteristics is one approach to waveform optimisation. Practically, the choice of radar system and signal is limited to time domain, frequency domain or noise modulation, and this Chapter considers signals with near equal received bandwidths.

6.2.2 Consideration of waveform characteristics

Various processing techniques can be selected to provide optimisation of features of a received signal, and the Wiener filter is such an example. This Chapter compares the relative performance of a generic system using a direct detection receiver and a matched filter receiver. A time domain radar system, using a direct receiver, transmits an impulse wavelet and recovers the reflected signal using a sequential sampling receiver. A frequency domain radar system transmits a frequency-modulated waveform and recovers the reflected signal using a matched filter receiver, as does a noise-modulated radar.

The matched filter receiver provides an optimum signal to noise ratio, output of radar signals [2] in the presence of noise. The radar signal is processed by a receiver that crosscorrelates the received waveform with a suitably time delayed version of the transmitted waveform. The output results in a compressed pulse in which the amplitude of the latter and its position in delay time is related to the target radar characteristic. This type of receiver is widely used to process chirp, step frequency, and coded and noise waveforms, and the design of such waveforms is described extensively in the literature. The following references provide suitable treatments: [3–6]. The case of the ultra-wideband, short duration, impulse has been less extensively described, although Astanin and Kostylev [7] analyse the case of radar receivers that directly measure the reflected waveform. Most linear frequency modulated pulse compression radar waveforms are real functions of the type

\[ f(t) = a(t) \cos(\omega_0 t + \phi(t)^\beta) \quad (6.6) \]

where \( \beta > 1 \) and the envelope \( a(t) \) and the phase modulation are relatively slowly varying time functions compared with \( \cos(\omega_0 t) \). This is not the case for some of the time domain waveforms that will be considered, where additionally the phase term is not relevant. It is the objective of this Chapter to consider their equivalent post-detection performance, as far as range resolution is concerned. For that reason, the comparison of the detected waveforms is between output of a correlation detector (envelope of the autocorrelated frequency modulated waveforms) and a direct detector (envelope of the original wavelet).
6.2.3 Definition of the waveforms

It is necessary that the spectral density functions of the signals considered have zero content at DC, because the measurement systems that are being considered use transducers or antennas that do not radiate or receive DC signals. For that reason, the condition of a zero frequency carrier is excluded from this consideration and it is assumed that the centre or nominal carrier frequency of the signal is appreciably greater than DC and the bandwidth of the signal is large. In the case of short duration, impulsive, time domain signals, the value of the parameter of a centre frequency becomes less important.

The condition of zero DC content is satisfied by any practical radar signal that is transmitted and received and must also be true of any modelled signal. In all of the modelled signals described in this Chapter, all have been passed through a highpass filter to ensure that the DC component of the signal is zero.

From Galati [6],

\[ F(0) = \int_{-\infty}^{\infty} f(t)e^{-j\omega t} \, dt \bigg|_{\omega=0} = 0 \]  

(6.7)

The energy of a signal \( f(t) \) with finite energy is given by

\[ E = \int_{-\infty}^{\infty} |f(t)|^2 \, dt \]  

(6.8)

and the energy based on the complex envelope of this signal is given by

\[ E = \int_{-\infty}^{\infty} |\tilde{f}(t)|^2 \, dt \]  

(6.9)

where \( \tilde{f}(t) = a(t) \cos(\omega_0 t + \phi(t)) \) and is defined as a bandlimited signal.

The envelope of such a signal is defined as

\[ \text{env}(t) = [\tilde{f}(t)^2 + h_h(\tilde{f}(t))^2]^{0.5} \]  

(6.10)

where \( h_h(\tilde{f}(t)) \) is the Hilbert Transform \( \tilde{f}(t) \).

The matched filter output of a signal \( f(t) \) is given by the autocorrelation of the transmitted signal

\[ s_0(t) = k \int_{-\infty}^{\infty} f^*(\tau) f(t + \tau) \, d(\tau) \]  

(6.11)

The selection of a suitable waveform for transmission, at least in terms of resolution, can be considered a function of the duration of the complex envelope of the measured signal. The objective of this Chapter is to show that, for some particular classes of
The next Section considers three classes of waveform, all with equal energy and with nearly equivalent 3 dB spectral characteristics. Although they have similar autocorrelation functions, the duration of the envelope function for the directly detected signals is less than that of the matched filter signals.

### 6.2.4 Time domain wavelet signals

The three waveforms that are considered are a Ricker wavelet, a sine wavelet and a sine wavelet with after-ring. The latter waveform is typical of the waveform radiated by an ultra-wideband antenna or a well damped, ultrasonic transducer.

A Ricker wavelet is defined as the second differential of a Gaussian function and is the general form of a waveform that results from the application of a Gaussian impulse to an impulse radiating antenna or transducer system. The Gaussian function and hence the envelope of the Ricker wavelet is characterised by a slow build-up and decay of energy at the extremes of the function. The sine wavelet is a similar type of waveform but is characterised by a localised concentration of energy. Both avoid sudden transitions at the extremes of the envelope of the wavelet.

A Ricker wavelet is given by

$$ f_0(t) = \frac{d^2(e^{-at^2})}{dt^2} \tag{6.12} $$

A sine wavelet is given by

$$ f_1(t) = A \sin(2\pi ft) \sin\left(\frac{2}{3}\pi ft\right), \quad \tau_1 \leq t \leq \tau_2 \tag{6.13} $$

$$ f(t) = 0, \quad t \leq \tau_1, t \geq \tau_2 $$

where $\tau_1 = N/8$, $\tau_2 = N/4$.

A sine wavelet with after-ring is given by

$$ f_1(t) = A \sin(2\pi ft)e^{-at}, \quad t \geq \tau_2 \tag{6.14} $$

where $\tau_1 = N/8$, $\tau_2 = N/4$, $\alpha = 0.01$.

**Frequency/amplitude modulated signals:** The general form for a linear frequency modulated pulse compression signal was given in (6.6). A Hamming weighted, chirp waveform is of the form

$$ f(t) = A \sin\left(2\pi(f_0t) + (f_0t)^k\right) \left(0.08 + (1 - 0.08) \sin\left(\frac{\pi t}{N}\right)^2\right) \tag{6.15} $$

where $k = 2.05$, $A = 1$ and $t$ and $N$ are related to the duration of the waveform.
Figure 6.6  Time domain characteristics of signals

Figure 6.7  Autocorrelation functions of signals (shown centralised)
A cosine weighted, chirp waveform is of the form

\[ f(t) = A \sin(2\pi(f_0 t) + (f_0 t)^k)(W(t)) \]  

(6.16)

where

\[ W(t) = \sin\left(\frac{2\pi t}{\beta}\right)^4 \quad \text{for } 0 \leq t \leq \beta, \quad N - \beta \leq t \leq N \]

\[ W(t) = 1 \quad \text{for } \beta \leq t \leq N - \beta \]

### 6.2.5 Noise signals

The noise waveform is white noise, with a normal distribution, a mean value of 0 and a standard deviation of 1.1. The noise waveform was modulated by an envelope taper to avoid transients at the start and end of the sequence. These are respectively a sine taper and a Hamming taper.

### 6.2.6 Comparison of signals

Figure 6.6 shows the signals under consideration and Figure 6.7 their autocorrelation functions. It can be seen that, apart from the noise waveforms, which possess significant sidelobes, the autocorrelation functions are very similar.

### 6.2.7 Comparison of spectra

If the power spectral density of the Ricker wavelet, a sine wavelet and a sine wavelet with after-ring are compared, it can be seen that the main lobe energy is nearly equivalent at the $-3$ dB level, although the $-20$ dB bandwidths are not identical (Figure 6.8). These spectra satisfy the condition given in (6.6).

The same comparison can be made between the spectra of the Ricker wavelet and the two frequency modulated signals (Figure 6.9).

While the envelopes of the sidelobes of the spectra are different, the $-3$ dB width of the main lobe is nearly identical in all cases. As will be discussed in Section 6.2.9, the sidelobe level of different signals also has a bearing on the resolution that can be achieved in the case of weak targets adjacent to strong targets. The spectra of the noise signals also follow the same trend.

### 6.2.8 Comparison of signal envelopes

When comparing the envelopes of the signals it is important to compare the detected outputs. In the case of the Ricker and sine wavelets, the receiver can directly detect the wavelet by means of a sequential sampling receiver; hence, it is sufficient to determine the envelope of the wavelet (Figure 6.10). However, in the case of the frequency modulated or noise waveform, the receiver performs a matched filter or
Figure 6.8  Comparison of power spectra of a Ricker wavelet, a sine wavelet and a sine wavelet with after-ring versus relative frequency

Figure 6.9  Comparison of power spectra of a Ricker wavelet, a cosine weighted and Hamming weighted chirp waveform versus relative frequency
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**Figure 6.10** Comparison of envelopes of a Ricker wavelet, sine wavelet and sine wavelet with after-ring together with the 10% of peak level shown
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**Figure 6.11** Comparison of envelopes of ACF of a cosine and Hamming weighted chirp signal and a Hamming weighted noise waveform together with the 10% of peak level shown
correlation operation and hence it is the envelope of the correlation function that must be compared (Figure 6.11).

### 6.2.9 Comparison of envelope sidelobe performance

For a measurement system operating in a lossy medium, the sidelobe performance in the time domain is critical to the resolution of a weak target adjacent to a strong target. Therefore, it is useful to view the envelopes shown in Figures 6.12 and 6.13 plotted on a log scale. In most time domain measurements systems the output is processed in a linear scale, but frequency domain systems often show the processed output on a dB scale.

It can be seen that, from the set of signals considered, the width of the envelopes of the directly detected signals is less than the envelopes of the output from a matched filter process; this includes the sidelobes (see Table 6.1).

The exact shape of the radiated spectral energy is very important in achieving very low sidelobe levels in the time domain and is considered by Daniels [8], and Noon and Stickley [9]. These authors point out that truncations of the radiated spectra have an effect analogous to the Gibbs phenomenon. This is to induce time domain sidelobes because of sharp transitions at the extremes of the band edges of the frequency of the radiated waveform. These transitions can be caused by the bandpass characteristics of antennas or by limitations in the transmitted range of frequencies.

### 6.2.10 Summary

Designers of measurement systems that work in lossy media may consider the inherent resolution characteristics of the received signal to be of equal or greater importance to the signal to noise ratio. This Chapter compares the resolution performance of some of the basic types of signal that can be used. The comparison was based on equal energy of the signals in the time domain and equal 3 dB bandwidths of the main lobe of their respective spectra. A high signal to noise ratio of all the waveforms was assumed.

From the signals considered, the short duration impulse wavelets, detected using a direct receiver process, offer the highest resolution. The chirp signals using a receiver that employs a matched filter correlation process for detection offered less resolution and the noise signals the worst. This may be critical, as in the case of a ground probing radar designed to detect small plastic anti-personnel mines in lossy soils. The frequency domain signals considered were rapidly changing functions of time with respect to centre frequency and relatively short sequences. It is conjectured that both the frequency modulated and noise signals would have performed better with a longer, lower amplitude sequence, but this remains to be shown. A future consideration could be to extend the comparison to signals with a constant time–bandwidth product, slowly varying functions of time with respect to centre frequency and the lower signal to noise ratios.

*Modulation techniques 197*
Figure 6.12  Comparison of time sidelobes in dB of envelopes of a Ricker wavelet, sine wavelet and sine wavelet with after-ring

Figure 6.13  Comparison of time sidelobes in dB of envelopes of a cosine weighted and Hamming weighted chirp and a sine weighted noise signal
### Table 6.1 Comparison of main parameters of the signals

<table>
<thead>
<tr>
<th>Waveform (envelope)</th>
<th>Main lobe width at -20 dB</th>
<th>Envelope width at -40 dB</th>
<th>First sidelobe level, dB</th>
<th>Rate of decay of sidelobes</th>
<th>Symmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ricker</td>
<td>1.00</td>
<td>1.78</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Sine wavelet</td>
<td>1.00</td>
<td>1.78</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Sine wavelet+</td>
<td>1.125</td>
<td>2.6</td>
<td>NA</td>
<td>10 dB per main lobe</td>
<td>asymmetric</td>
</tr>
<tr>
<td>after-ring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACF cosine weighted</td>
<td>1.1</td>
<td>2.47</td>
<td>-17</td>
<td>16 dB per main lobe</td>
<td>symmetric</td>
</tr>
<tr>
<td>chirp</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACF Hamming weighted</td>
<td>1.68</td>
<td>3.36</td>
<td>&gt;-48.5</td>
<td>level at -50 dB</td>
<td>symmetric</td>
</tr>
<tr>
<td>chirp</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACF sine weighted</td>
<td>2.07</td>
<td>&gt;5</td>
<td>-12</td>
<td>level at -20 dB</td>
<td>symmetric</td>
</tr>
<tr>
<td>noise</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### 6.3 Amplitude modulation

The majority of ground penetrating radar systems have used impulses of radio frequency energy variously described as baseband, video, carrierless, impulse, monocycle or polycycle. The simplified general block diagram of an amplitude-modulated system is shown in Figure 6.14, together with a timing diagram as shown in Figure 6.15.

A sequence of pulses, typically of amplitude within the range between 20 V and 200 V and pulse width within the range 200 ps to 50 ns at a pulse repetition interval of between several hundred microseconds and 1 μs, depending on the system design, is applied to the transmit antenna. It is quite feasible to generate pulses of several hundred kV, albeit at long repetition intervals. The output from the receive antenna is applied to a flash A/D converter or a sequential sampling receiver. This normally consists of an ultra-high-speed sample-and-hold circuit. The control signal to the sample-and-hold circuit which determines the instant of sample time is sequentially incremented each pulse repetition interval. For example, a sampling increment of $t = 100 \text{ps}$ is added to the previous pulse repetition sampling interval to enable sampling of the received signal at regular intervals, as indicated below:

$$T_s = T + nt' \quad \text{for } n = 1 \text{ to } N \quad (6.17)$$
Figure 6.14  Transmitter–receiver architecture

Figure 6.15  Sequential sampling receiver timing
where $T$ is the pulse repetition time, $t'$ is the sampling interval and $N$ is the total number of samples.

Certain important limitations in terms of sampling interval should be noted. From the sampling theorem, the sampling interval must be such as to comply with the Nyquist relationship

$$t' \leq \frac{1}{2B}$$

(6.18)

where $B$ is the bandwidth of interest. In practice, a greater number of samples is normally required for accurate reconstruction and the sampling interval is generally taken as

$$t' \leq \frac{1}{5B}$$

(6.19)

The principle of the sampling receiver is therefore a down-conversion of the radio frequency signal in the nanosecond time region to an equivalent version in the micro- or millisecond time region. The incrementation of the sampling interval is terminated at a stage when, for example, 256, 512 or 1024 sequential samples have been gathered. The process is then repeated. There are several methods of averaging or ‘stacking’ the data; either a complete set of samples can be gathered and stored and further sets added to the stored data set or alternatively the sampling interval is held constant for a pre-determined time to accumulate and average a given number of individual samples. The first method needs a digital store but has the advantage that each waveform set suffers little distortion if the radar is moving over the ground.

The second method does not need a digital store and a simple lowpass analogue filter can be used. However, depending on the number of samples that have been averaged, the overall waveform set can result in being ‘smeared’ spatially if the radar is moving at any speed.

The stability of the timing increment is very important and generally this should be 10% of the sampling increment; however, practically stability in the order of 10 ps to 50 ps is achieved. The effect of timing instability is to cause a distortion, which is related to the rate of change of the RF waveform. Evidently, where the RF waveform is changing rapidly, jitter in the sampling circuits results in a very noisy reconstructed waveform. Where the rate of change of signal is slow, jitter is less noticeable. Normally, control of the sampling converter is derived from a sample of the output from the pulse generator to ensure that variations in the timing of the latter are compensated automatically.

The key elements of this type of radar system are the impulse generator, the timing control circuits, the sampling detector and the peak hold and analogue to digital converter.

The impulse generator is generally based on the technique of rapid discharge of the stored energy in a short transmission line. The most common method of achieving this is by means of a transistor operated in avalanche breakdown mode used as the fast switch and a very short length of transmission line. A typical circuit arrangement
is shown in Figure 6.16 and this provides an output of 100 V with duration of 1 ns as shown in Figure 6.17. The frequency domain characteristics of such an impulse are shown in Figure 6.18. If shorter duration impulses are required it is possible to use a step recovery diode to generate impulses of durations in the order of 200 ps, and a typical output voltage is in the region of 30 V.

Evidently, the repetitive nature of the pulse causes line spectra in the frequency domain. The typical repetition time interval for an avalanche transistor impulse generator is in the order of 0.1 s to 10 s, while the step recovery diode must be chosen specifically to match the repetition interval to ensure that charge carrier recombination can take place.
Other methods of generating impulses use power FETs, and voltage impulses up to 10 kV have been generated [10]. An alternative means of generating high power impulses is based on the use of a photoconductive semiconductor switch (PCSS) to discharge a capacitor into a shorted transmission line. A picosecond laser pulse is used to rapidly switch the conducting–nonconducting state of a semiconductive material such as GaAs. Typical output voltages of 14 kV in $50\,\Omega$ impedance for a duration of nanoseconds or less have been produced [11].

A further variation on this technique is the frozen wave generator shown in Figure 6.19. This consists of several segments of transmission lines connected in series by means of picosecond photoconductive switches. The output from the ensemble is a sequential waveform of arbitrary characteristic, i.e. a ‘frozen wave’. Output voltage in the kilovolt range has been generated [12].

Several factors need to be considered in the design of impulse sources, and these are reliability, jitter and repetition rate. In the case of avalanche devices the avalanche process is statistical by nature and is accompanied by jitter. In the case of optical devices the physics of the device must be considered, as the lifetime of the carriers determines the recombination time of the material, and in the case of silicon it may restrict the repetition frequency of the switch. GaAs, on the other hand, exhibits a recombination time of 1 ns. Optical switches may exhibit a reliability of up to $10^8$ operations, which means that their lifetime can be significantly reduced by operation of the radar at high pulse repetition rates.

The high speed sampling approach conventionally used to display fast waveforms produces a low S/N ratio because the spectrum of the sampling pulse is a poor match.
Figure 6.19 Frozen wave pulse generator

LASS = light activated silicon switch

for that of the received pulse. Being an essentially nonselective filter, it allows large amounts of noise energy to enter the receiver. Also, the sampling circuit tends to add milliamp level unbalanced currents as well as sampling pulse noise to its output. Although a quite acceptable tradeoff for usual laboratory purposes, this may be unacceptable for receivers with sensitivity in the microvolt range.
Alternative methods of data acquisition are based on high-speed analogue to digital converters or the crosscorrelator receiver. There are several methods of acquiring the high bandwidth RF signals output from the receiver: direct analogue to digital conversion using high speed (flash) A-D converters, frequency selection followed by high speed A-D conversion, or sequential sampling. Typical flash A-D converters feature large signal bandwidths of many hundreds of MHz, sampling jitter less than 5 ps and 8-bit resolution. At bandwidths over 500 MHz typical sampling resolutions are 4 bit and a more complex system architecture is found. In general most current generation impulse radars use high-speed A-D conversion receivers for bandwidths below 200 MHz, where greater resolution can be achieved. An alternative receiver architecture is based on subdividing the RF frequency band and mixing the individual band to separate intermediate frequency bandwidths of 200 MHz that can then be separately A-D sampled.

The wideband crosscorrelator receiver can use coherent processing and, if required, time dithered decoding. The crosscorrelator is equivalent to a matched filter but has more flexibility. The reference waveform can be matched to the transmitted waveform, or in the case of radar, to the complex signature of a particular target, and can be changed in real time if needed. The components required to construct the crosscorrelator are small, inexpensive, low power and compatible with VLSI techniques. It is thus possible to have a large number of correlators operating independently in parallel to achieve the throughput necessary to provide high resolution, real-time, time-coded operation. Sampling as referred to earlier is a time extending process with which a high frequency repetitive signal is duplicated at a lower repetition rate. This type of sampling, where each sample is taken at a fixed frequency with the period of time between samples remaining constant, is known as coherent sampling.

The most basic sampling gate is a simple single diode as shown in Figure 6.20. The diode is essentially a switch, normally ‘open’ (diode reverse-biased). A short

![Figure 6.20 Single diode sampling gate](image)
pulse momentarily closes the switch (diode forward-biased), allowing charge to flow from the source to be stored in the capacitor $C_s$, which results in a voltage across $C_s$ proportional to the input signal. The pulse width must be narrow compared to the period of the input signal so that the sample corresponds to a specific portion of the input waveform. The capacitor charging time must be fast enough to accept the charge during this pulse time.

The problems of isolation between the signal circuit and the sampling pulse and bias circuits can be serious with the single diode sampler. A two-diode sampler, shown in Figure 6.21, has a low sampling efficiency. The efficiency can be improved by substituting two more diodes for the two resistors in the bridge.

The four-diode sampling gate shown in Figure 6.22 is the most commonly used. In a sampling system it would be situated between the input source and the input capacitor of an amplifier. The diodes are normally reverse biased so that the input signal does not cause them to conduct. Sampling is initiated with very narrow pulses, which overcome the reverse bias and switch the diodes into conduction. The low impedance paths allow the amplifier input capacitor to be charged to a voltage proportional to the input voltage. Owing to the short charging time the capacitor may not be charged to the full input voltage. (Some systems include feedback control circuits to continue charging the capacitor in between pulses until the capacitor voltage equals the input voltage.) The capacitor remains charged until the next pulse.

The reverse bias applied to the sampling gate diodes is a critical factor in the operation of a sampler. It must be large enough to prevent input signals driving the diodes into conduction and small enough to allow the gating pulses to forward bias the diodes during the sampling periods to achieve maximum sampling efficiency.
Both dc and ac balance of the sampling gate bridge are essential in achieving the symmetry required for optimum performance of the sampler. The conditions of balance require that the four sampling diodes be matched, the two reverse bias voltages are equal and opposite, and the sampling gate control voltage is identical in wave shape except for polarity. One method of providing identical control gate signals is to derive them from the identical and bifilar-wound windings of a transformer. A narrow pulse can be produced as a result of differentiation of a rectangular pulse with a small coupling capacitor. If required, using step recovery diodes before coupling through the capacitor can reduce pulse rise times.

The timing control circuits are a key element of the receiver, and the standard method of generating a sequence of incremented pulses is by means of a dual ramp circuit as shown in Figure 6.23. The fast ramp is at the same rate as the pulse repetition
Figure 6.24  **Dual ramp timing waveforms**

time, while the slow ramp is set to provide the desired number of samples, i.e. 256, 512 or 1024. The timing sequence for this is shown in Figure 6.24.

The ramp circuits can be designed using analogue or digital circuits. In the case of analogue circuits the main building block is an integrator circuit, whereas in the case of a digital design suitable integrated circuits are available in the form of Analog Devices’ AD9500 digital delay IC.

Evidently, time stability of these circuits is vitally important and, for example, a 512 ns time window with 256 samples requires one sample every 200 ps increment. However, this increment occurs every 1 s, and hence timing stability must be $1 \text{s} + 200 \text{ps} \pm 20 \text{ps}$, i.e. $1000.2 \text{ns} \pm 20 \text{ps}$, i.e. $\pm 0.002\%$. Great care is therefore needed in circuit design to achieve adequate stability.

The dynamic performance of an impulse (amplitude modulated) radar can be estimated from the following example (see Table 6.2).

A graph of received signal strength versus time is shown in Figure 6.25. From this it can be seen that the operating range of the radar system lies between the boundaries defined by the functions defined by the clutter profile, target reflection loss and the limit of sensitivity due to the noise figure of the receiver.

It can be readily appreciated that the limited dynamic range of the sampling receiver limits the performance of the radar.
### Table 6.2 Typical operating characteristics for a time domain radar

<table>
<thead>
<tr>
<th>Transmitter</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak power</td>
<td>50 W</td>
<td>(46.9 dB m)</td>
</tr>
<tr>
<td>Mean power</td>
<td>50 mW</td>
<td>(16.98 dB m)</td>
</tr>
<tr>
<td>Antenna and cable losses</td>
<td>-16.9 dB</td>
<td></td>
</tr>
<tr>
<td>Peak radiated power</td>
<td>1 W</td>
<td>(30 dB m)</td>
</tr>
<tr>
<td>Mean radiated power</td>
<td>1 mW</td>
<td>(0 dB m)</td>
</tr>
<tr>
<td>Impulse duration</td>
<td>1 ns</td>
<td></td>
</tr>
<tr>
<td>Impulse repetition time</td>
<td>1 μs</td>
<td></td>
</tr>
<tr>
<td>System clutter profile</td>
<td>30 dB/ns</td>
<td></td>
</tr>
<tr>
<td>(rate of decay of time side lobes and crosscoupling)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Receiver</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RF bandwidth</td>
<td>1 GHz</td>
<td></td>
</tr>
<tr>
<td>Equivalent thermal noise (300 k)</td>
<td>4.14 x 10^{-12} W (−84 dB m)</td>
<td></td>
</tr>
<tr>
<td>Noise figure of sampling head</td>
<td>40 dB</td>
<td></td>
</tr>
<tr>
<td>Noise floor</td>
<td>-44 dB m</td>
<td></td>
</tr>
<tr>
<td>Maximum input signal level</td>
<td>7 dB m</td>
<td></td>
</tr>
<tr>
<td>RF dynamic range</td>
<td>53 dB</td>
<td></td>
</tr>
<tr>
<td>Time varying gain</td>
<td>40 dB</td>
<td></td>
</tr>
<tr>
<td>Equivalent RF dynamic range</td>
<td>93 dB</td>
<td></td>
</tr>
<tr>
<td>Averaging signal to noise</td>
<td>25 dB</td>
<td></td>
</tr>
<tr>
<td>improvement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiver equivalent dynamic range</td>
<td>118 dB</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 6.25** Received signal against time for a sequential sampling receiver
The poor noise figure of the sampling gate can be improved by using a wideband low noise RF amplifier prior to the gate. The typical noise figure of a 1 GHz amplifier is 2.4 dB, and hence an immediate improvement in system noise figure is achieved. However, the sampling gate may now be vulnerable to saturation by high level signals caused by targets at very short ranges.

The solution to this problem is to incorporate an additional RF amplifier whose gain can be varied as a function of time. In practice, this is most easily achieved in synchronism with the pulse repetition rate. This avoids undesirable intermodulation effects, which can occur if the gain is changed in real time. This technique enables the receiver to be operated at maximum sensitivity without encountering overload problems. Ideally, the gain/time characteristic should be related to the attenuation and reflection characteristics of the material under investigation. Hence, an adaptive calibration method is advisable.

Generally, a compression range of up to 40 dB can be expected, and this is adequate to compress most of the high-level close range signals. The optimum technique is to use an adaptive signal level compression whereby the peak received signal as a function of time is adaptively set to a predetermined value by means of LNA gain adjustment.

It is also possible to improve the dynamic range by averaging the received signal, and this improvement is given in dB by

\[ A = 20 \log \sqrt{N} \]  

where \( N \) is the number of averages.

However, the rate of improvement quickly decreases as \( N \) is increased and, practically, 16 averages provide a reasonable improvement without excessive time penalties.

The frequency range of the output signal usually occupies a bandwidth up to 20 kHz. In the case of a radar operating at a repetition rate of 1 \( \mu \)s with 256 samples, each averaged 16 times, the ensemble down-converted signal is repeated at the time given by

\[ \tau' = \tau_r N_a N_s \]  

which, for the values given above, is equal to

\[ \tau' = 1 \times 10^{-6} \times 16 \times 256 = 4 \text{ ms} \]

Hence the bandwidth of the down-converted signal is given by

\[ B = 1/5\tau' \]  

where \( \tau' \) is the equivalent down-converted time per sample, and \( B = 1/5\tau_r N_a = 12500 \text{ Hz} \).

Note that the true noise bandwidth of the receiver is defined by the RF bandwidth, and the noise energy is converted together with the signal.

The dynamic range of the analogue to digital converter, which follows the sampling head, should be matched to the dynamic range of the latter and typically, a 12-bit or 16-bit converter is used.
When constructing impulse radar systems it is necessary to ensure that adequate decoupling of the internal power supplies is achieved as the effect of impulsive noise from switched mode power supplies on the sampling circuits can result in serious degradation of the overall system performance. Hence, good engineering practice must be maintained in the design and layout of the RF circuits.

It is also important to consider the physical layout of the sampling receiver, pulse generator and antennas. Two options are available. The antenna can be directly connected to the transmitter and receiver circuits or it can be interconnected via a length of high quality RF cable. In the latter case the physical length serves to electrically separate the reflected signals caused by the antenna and the transmitter/receiver circuits. However, the cable acts as a lowpass filter, which degrades the system resolution. Where the antennas are directly connected, multiple echoes can prove difficult to reduce to low levels and some design skill is needed to achieve acceptable results. Additionally the physical proximity of electronic components to the antennas may disturb their radiation characteristics.

Typical examples of time domain signals received from buried targets are shown in Figures 6.26 and 6.27.

### 6.4 Frequency modulated continuous wave (FMCW)

Frequency modulated continuous wave (FMCW) radar systems have been used in preference to AM systems where the targets of interest are shallow and frequencies above 1 GHz can be used. As the centre frequency of operation increases it is easier to design and build FMCW radars with wide bandwidths, whereas it becomes progressively more difficult to design AM systems. The block diagram of a typical FMCW radar is shown in Figure 6.28.
Figure 6.27 Examples of time domain signals as a function of centre frequency (TNO)

Figure 6.28 Block diagram of an FMCW radar system
The main advantages of the FMCW are the wider dynamic range, lower noise figure and higher mean powers that can be radiated. In addition, a much wider class of antennas, i.e. horns, logarithmic etc., is available for use by the designer. In this Section we will consider continuously changing frequency modulation.

An FMCW radar system transmits a continuously changing carrier frequency by means of a voltage-controlled oscillator (VCO) over a chosen frequency range on a repetitive basis. The received signal is mixed with a sample of the transmitted waveform and results in a difference frequency which is related to the phase of the received signal – hence its time delay and hence the range of the target. The difference frequency or intermediate frequency (IF) must be derived from an I/Q mixer pair if the information equivalent to a time domain representation is required, as a single ended mixer only provides the modulus of the time domain waveform.

In an FMCW radar the transmitter frequency is changed as a function of time in a known manner. If the change is linear then a target return will exist at a time $T_d$ given by

$$T_d = \frac{2R}{c} \tag{6.23}$$

where $R$ is the range in metres and $c$ is the velocity of light in metres per second.

If this target return signal is mixed with the transmitted signal, a beat frequency, termed the IF (intermediate frequency), will be produced.

This will be a measure of the target range, as shown in Figure 6.29. If the transmitted signal is modulated with a triangular modulating function at a rate over a range,
where \( f_m \) is the modulation frequency in Hz and \( \Delta f \) is the frequency deviation in Hz.

The choice of modulating waveform defines the resultant IF spectrum, and it is desirable to minimise the bandwidth of the IF spectrum due to a single target in order to optimise the target resolution. If the IF were generated by a continuous linear frequency deviation, then the IF spectrum would consist of a sum and difference frequency, a dc component and various other frequencies resulting from the mixer’s nonlinear properties, assuming that the mixer had a perfect square law characteristic. For practical purposes, only the difference frequency will be considered.

However, the repetitive nature of the modulating waveform causes points in the IF time waveform where the amplitude drops to zero. This can be regarded as an amplitude modulation of the IF signal.

If the case of a single target is considered, then the IF waveform as a function of time would be given by

\[
f_{IF}(t) = A \sin \omega_{if} t
\]  

(6.25)

The repetitive nature of the RF sweep effectively convolves the basic IF waveform with line spectra

\[
f_m'(t) = F(A \sin \omega_{if} t) \ast F(f_m(t))
\]  

(6.26)

The Fourier transform of \( f_{IF}(t) \) is

\[
F(A \sin(\omega_{if} t)) = F \left[ A \left( e^{j\omega_{if} t} - e^{-j\omega_{if} t} \right) / (-j2) \right]
\]  

\[
= -A(j\pi\delta(\omega - \omega_{if}) + j\pi\delta(\omega + \omega_{if}))
\]  

(6.27)

(6.28)

The Fourier transform of \( f_m'(t) \) can be derived after rearranging the integration period:

\[
f_m'(t) = 1 \quad \text{for} \quad 0 < t < (T - \tau)
\]

\[
= 0 \quad \text{for} \quad (T - \tau) < t < (T)
\]

Rearranging the time axes:

\[
f_m'(t) = 1 \quad \text{for} \quad (-T/2 + \tau/2) < t < (T/2 - \tau/2)
\]

\[
= 0 \quad \text{for} \quad (-T/2) < t < (T/2 + \tau/2), (-T/2 - \tau/2) < t < (T/2)
\]

\[
F[f_m'(t)] = \frac{A}{T} \int_{-T/2 + \tau/2}^{T/2 - \tau/2} \exp(jn\omega_m t) \, dt = \frac{A}{T} \int_{-T/2}^{T/2} \exp(jn\omega_m t) \, dt
\]  

(6.29)

where \( n \) is the harmonic number,

\[
F[f_m'(t)] = \frac{AT' \sin((n\omega_m T'/2))}{(n\omega_m T'/2)}
\]  

(6.30)
It can be seen that the periodic IF signal consists of an envelope function, \((\sin x)/x\), enclosing a line function. In essence, the FMCW radar measures the phase of the IF signal, which is directly related to the target range. The frequency of the IF signal can be regarded as a measure of range. An inverse frequency–time transform can reproduce a time domain equivalent to the impulse radar.

The FMCW radar system is particularly sensitive to certain parameters. In particular, it requires a high degree of linearity of frequency sweep with time to avoid spectral widening of the IF and hence degradation of system resolution.

This effect can be illustrated by considering the case of FMCW radar with varying degrees of nonlinearity as shown in Figures 6.30 and 6.31. The IF spectrum is shown where

\[
T' = (T - \tau), \quad \text{and}
\]

\[
F\{f'_{m}(t)\} = \frac{A(T - \tau) \sin\{(n\omega_m(T - \tau)/2)\}}{T(n\omega_m(T - \tau)/2)}
\]

Hence the IF spectrum is given by

\[
f_{if} = A \left( (-j\pi\delta(\omega - \omega_{if}) + j\pi\delta(\omega + \omega_{if})) \otimes \left( \frac{(T - \tau) \sin\{(n\omega_m(T - \tau)/2)\}}{T(n\omega_m(T - \tau)/2)} \right) \right)
\]

\[
(6.31)
\]

\[
(6.32)
\]

It can be seen that the periodic IF signal consists of an envelope function, \((\sin x)/x\), enclosing a line function. In essence, the FMCW radar measures the phase of the IF signal, which is directly related to the target range. The frequency of the IF signal can be regarded as a measure of range. An inverse frequency–time transform can reproduce a time domain equivalent to the impulse radar.

The FMCW radar system is particularly sensitive to certain parameters. In particular, it requires a high degree of linearity of frequency sweep with time to avoid spectral widening of the IF and hence degradation of system resolution.

This effect can be illustrated by considering the case of FMCW radar with varying degrees of nonlinearity as shown in Figures 6.30 and 6.31. The IF spectrum is shown

![Figure 6.30 IF power spectrum for zero sweep nonlinearity (courtesy ERA Technology)](image_url)
for two cases: (a) perfect (zero nonlinearity) and (b) 0.5% nonlinearity. The main effect is to broaden the width of the IF spectrum as the extent of nonlinearity increases and increase the sidelobe level. Practically a useful system should aim to keep all nonlinearities <0.1%. A further parameter, which must be carefully controlled, is the purity of the spectral output. Both the phase noise spectrum and inband harmonics should be reduced to low levels. In the case of inband harmonics, the effect is to generate clutter, while in the case of phase noise the effect is to reduce the sensitivity of the radar for adjacent targets.

The dynamic performance of FMCW radar for a triangular sweep waveform can be estimated from the following example. A system with the characteristics given in Table 6.3 is considered.

A graph of received signal versus range is shown in Figure 6.32. From this it can be seen that the operating range of the radar system lies between the boundaries defined by the system dynamic range clutter profile and target reflection loss. The greater dynamic range of the FMCW radar is a significant advantage provided that the sweep linearity can be maintained and the spectral broadening and sidelobes of the IF envelope minimised. A graph of the ratio of peak/sidelobe level as a function of linearity for several ranges [13] is shown in Figure 6.33.

It is also important that the frequency of the output is stable over time as instability reduces the calibration accuracy, and hence comparison of measurements taken at different times cannot be carried out.
Table 6.3 Characteristics of an FMCW radar

<table>
<thead>
<tr>
<th>Transmitter</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak power</td>
<td>500 mW</td>
<td>(26.9 dB m)</td>
</tr>
<tr>
<td>Antenna and cable losses</td>
<td>-9 dB</td>
<td></td>
</tr>
<tr>
<td>Mean radiated power</td>
<td>61 mW</td>
<td>(17.9 dB m)</td>
</tr>
<tr>
<td>Repetition time</td>
<td>1 ms</td>
<td></td>
</tr>
<tr>
<td>System clutter profile (rate of decay of antenna time sidelobes/crosscoupling, intermodulation products and LO phase noise)</td>
<td>10 dB/ns</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Receiver</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RF bandwidth</td>
<td>1 GHz</td>
<td></td>
</tr>
<tr>
<td>IF bandwidth</td>
<td>13.3 kHz per metre (free space)</td>
<td></td>
</tr>
<tr>
<td>Equivalent thermal noise (300 k)</td>
<td>$5.52 \times 10^{-17}$ W (−132 dB m)</td>
<td></td>
</tr>
<tr>
<td>Mixer noise figure</td>
<td>8 dB</td>
<td></td>
</tr>
<tr>
<td>Minimum signal level</td>
<td>-124 dB m</td>
<td></td>
</tr>
<tr>
<td>Maximum signal level</td>
<td>10 dB m</td>
<td></td>
</tr>
<tr>
<td>Dynamic range</td>
<td>134 dB m</td>
<td></td>
</tr>
<tr>
<td>Mixer intermodulation products</td>
<td>-30 dBc</td>
<td></td>
</tr>
<tr>
<td>LO phase noise</td>
<td>See manufacturer spec.</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.32 Received signal level against time for an FMCW radar
There are other particular features of an FMCW radar system, which must be considered. With reference to Figure 6.28, the system block diagram, it will be seen that a buffer amplifier is incorporated. The purpose of this is to reduce the effect of changes in VSWR over the range of swept frequencies causing ‘frequency pulling’ of the VCO. Changes in VSWR can be caused by variations in antenna to surface spacing or by changes in the characteristics of components such as the circulator or mixer. The isolation ($S_{12}$) of the buffer amplifier should be sufficient to reduce frequency pulling to insignificant levels.

The amplitude–frequency transfer characteristics of all of the components in an FMCW radar system should be substantially flat. Ideally, amplitude ripple levels should be $< \pm 0.25$ dB, otherwise the radiated waveform will exhibit an amplitude modulation which will cause spectral spreading of the IF waveform, with a resultant loss of solution and system performance.

The FMCW radar shown in Figure 6.28 contains a number of features to enable the linearity of the radar system to be optimised. The first element is a microwave discriminator, which provides an output voltage whose frequency should be a constant. Variation from a fixed value provides an error voltage, which is used to compensate the drive voltage for the microwave voltage controlled oscillator. Provided the delay time in the discriminator is short, the loop bandwidth of the control loop is adequate and the rate of sweep is appropriately selected, the sweep waveform can be compensated in real time for the inevitable nonlinearities which are found with a varactor diode tuning element. Such devices do not exhibit a linear capacitance/tuning voltage low, and require either static or dynamic linearisation.

In the block diagram shown, a tracking filter is included to acquire information from the air–material interface reflection and use this to calibrate the radar.

The output from the IF will, in the case of the antenna transmitting into an infinite lossy dielectric half-space, contain signals due to imperfections in the radar system.
itself. These will be chiefly caused by, in order of significance, reflected energy from the antenna mismatch, leakage from port 1 to port 3 of the circulator, and leakage via the directivity of the coupler.

As most of these signals will be at very low frequencies, a highpass filter in the IF signal path can be used to reduce their effect. The same filter can be used to compensate for the spreading loss in free space encountered by the radiated and reflected signal. In voltage terms, an $R^{-2}$ variation translates to a highpass filter with a 12 dB per octave attenuation characteristic.

In the case of a complex mixer with I/Q outputs, similarity of the mixer characteristics is important and a well matched pair should be selected.

The complex output from the mixer consists of a set of frequencies representing reflections from individual targets. If an inverse Fourier transform is carried out, then a time domain representation of the target reflections can be generated. However, it is well known that the resolution of the fast Fourier transform is sub-optimum for most spectral analysis and a range of alternative transforms can be used to obtain improved resolution. In a classic paper, Kay and Marple [14] discussed alternative transform techniques and showed that the following methods could provide improved performance compared with the FFT. This aspect is discussed in greater detail in Chapter 7 on signal processing.

Typical examples of frequency-modulated signals received from buried targets are shown in Figures 6.34 and 6.35. Further references to FMCW radars are found in papers by Adler and Jacobs [15], Al-Attar et al. [16], Botros et al. [17], Carr et al. [18], Farmer et al. [19], Garvin and Inggs [20], Hua et al. [21], Ji-Chang [22], Olver et al. [23], Olver and Cuthbert [24], Peebles and Stevens [25], Stove [26], Transbarger [27] and Yamaguchi et al. [28–30].

![Figure 6.34 Typical FMCW radar received signal versus range in metres (courtesy ERA Technology)
6.5 Synthesised or stepped frequency radar

A synthesised system is essentially stepped frequency continuous wave radar [31, 32]. Any repetitive pulsed signal can be transformed to a frequency domain representation, which will consist of line spectra whose frequency spacing is related to the pulse repetition rate and envelope is related to the pulse shape. Hence, a repetitive impulsive waveform can be synthesised by transmitting a sequential series of individual frequencies whose amplitude and phase are accurately known. An analysis of the design of hardware and signal processing for an SFCW GPR system is given by Langman [33].

Two forms of the synthesised radar can be considered. The first and simplest system is a stepped frequency continuous wave as shown in Figure 6.36. The second form is more complex in that each individual frequency is appropriately weighted in amplitude and phase prior to transmission.

In both cases the difference frequency is of course composed of contributions from all targets up to and beyond the ambiguous range given by

\[ R_{amb} = \Delta R N \]  \hspace{1cm} (6.33)

where \( \Delta R \) is the range resolution and \( N \) is the number of frequency steps.

The radar radiates a sequence of \( N \) frequencies and the amplitude and phase of the received and down-converted signal is stored. A complex inverse fast Fourier
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The range resolution is given by

\[ \Delta R = \frac{c}{2N \Delta f} \]  \hspace{1cm} (6.34)

For example, radar using 256 steps with a frequency increment of 5 MHz would achieve a range resolution in air of

\[ \Delta R = 3 \times 10^8 / 2 \times 256 \times 5 \times 10^6 \]

and an ambiguous range

\[ R_{amb} = 29.95 \text{ m} \]

If the signal transmitted by the radar is given by

\[ E'_T = E_T \exp(-j\omega t) \]

in the case of a lossy medium and a single target the received signal can be considered as

\[ E_R = \frac{E_T}{R^2} \sigma \exp\{j(2kR - \omega t)\} \]  \hspace{1cm} (6.35)

where \( R \) is the range to the target, \( \sigma \) is the target scattering cross-section and \( k \) is the propagation constant.

The received signal can be represented by a phasor as shown in Figure 6.37. As the operating frequency is changed such that \( k \) changes by \( \Delta k \), the phasor rotates by an angle equal to \( 2\Delta kR \).

Evidently the amount of rotation is related to the target range. If the transmitted signal is incrementally increased, the frequency of the received signal will be related to the range, taking into account the propagation constant.
The range to each target can be determined by performing a suitable transform with respect to the steps of frequency. The received signal can be expressed as

\[ E_n = \sum_{k=0}^{N-1} \frac{\sigma_k E_T}{r_k^2} \exp\{j4\pi\left[(f_0 + n\Delta f)r_k\right]/c\} \]  

(6.37)

For multiple targets the received signal becomes the phasor sum of all contributions as shown in Figure 6.38,

\[ E'_R = \sum_{n=0}^{N-1} E_{r_n} \]  

(6.36)
where $r_k$ is the distance to the $k$th target, $\sigma_k$ is the target scattering coefficient, $f_0$ is the start frequency, $\Delta f$ is the frequency increment and $n$ is the number of frequency steps.

This equation can be seen to take the form of a discrete Fourier transform and therefore the scattering magnitude of $\sigma_k$ can be obtained using a fast Fourier transform to indicate depth, in quantised steps, of a target.

A synthesised system may be operated such that the received signal may be integrated as long as convenient in relation to the radar survey speed. Typically each frequency might be transmitted for a time of 100 s and the resulting intermediate frequency integrated for this interval, thus providing a receiver bandwidth of

$$B = \frac{1}{\tau}$$

which for this time would equal 10 kHz.

Evidently the receiver thermal noise over this bandwidth is very much lower than that of the receiver of the time domain radar, and an improvement of typically 50 dB in noise performance compared with the latter can be achieved.

In the case of synthesised radar simple anti-aliasing filters cannot remove contributions to the received signal outside the ambiguous range. It is therefore important to choose operating parameters that minimise the aliasing effect. One method is to determine the range gate of the target iteratively. The initial measurement is taken with low resolution and large ambiguous range. The range to the target is determined and the resolution is then increased.

Normally the radar is calibrated both to establish a reference plane for measurement as well as to reduce the effect of variation of the frequency characteristics in components and antennas.

The radar system will introduce additional phase shifts on the transmitted and received system. These will be caused by the electrical lengths of the signal paths to the antennas and the effective radiation phase centre of the antennas. This means that the phases of the transmitted and received signals will be different at each integer frequency and will require compensation.

One method of calibrating the radar [32] is to place a known reflector at a defined distance from the antennas. A metallic plane is suitable. The compensation factors can be adjusted such that the indicated range then equates to the actual range. Essentially,

$$E_n = \frac{E_T \sigma}{r_{ref}^2} \exp\{j(2k_{ref} - \omega t) + j\phi_{ref}\}$$ (6.38)

Evidently it is important that the recorded values of amplitude and phase at each frequency are accurately related. Any temporal variation in the system characteristics, which degrades the system calibration, will of course reduce the resolution and accuracy of measurement.

In addition, the repeatability of the frequency is important and must be such that the calibration remains valid.

The main advantages of a stepped frequency continuous wave radar are its ability to adjust the range of frequencies of operation to suit the material and targets under
investigation, a higher mean radiated power level per spectral line, and the ability to integrate the received signal level, hence improving the system sensitivity.

The calibration of the radar does, of course, depend on stable system characteristics and antenna parameters that are invariant with front surface-antenna spacing.

The synthesised pulse radar is a variant of the stepped frequency continuous wave radar in that the relative amplitudes and phases of the transmitted frequencies are adjusted on transmission in order to synthesise the desired pulse waveform.

A significant advantage for this approach is that it is possible, within limits, to take account of the frequency characteristics of the antennas. For example, weighting the amplitude of the low frequency spectral lines can compensate the low frequency cutoff point of an antenna.

However, the requirement to maintain an accurate phase relation between each of the spectral lines is difficult to achieve in real time. It is generally easier to carry out computation on down-converted and recorded data; hence the stepped frequency continuous wave radar is a more economical design option.

6.6 Noise modulated radar

6.6.1 Introduction

Noise modulated radar offers some very attractive possibilities to the designer of GPR systems. The radiated power is evenly spread throughout the spectrum and the receiver is less susceptible to interference. However, until recently such systems were relatively rare. Developments over the last few years are changing that situation, and more efforts are being put into the development of noise radar systems. Guosui et al. [34] describe the development of random signal radar (RSR) over the past 30 years. They review conventional methods of implementing such as correlation, spectrum analysis and autocorrelation, and consider the advantages and disadvantages of noise frequency modulation CW radar and random binary phase-coded CW radar.

Some of the key design issues in terms of noise radar are the ambiguity function and the range sidelobe suppression. Dawood and Narayanan [35] consider the underlying issues in terms of optimising the ambiguity function. They developed an ultrawideband (UWB) random noise radar system which transmits an ultrawideband random noise (Gaussian) waveform with uniform power spectral density (PSD) in the 1–2 GHz frequency range. They showed that for a random noise radar a correlator matched to the transmit process is required and that, for a UWB transmit random process, the compression or stretch due to the range rate on the envelope of the return process cannot be ignored.

When applied in airborne imaging surveillance, ultra-wideband (UWB) random noise radars have their special merits. Xu and Narayanan [36] showed that because of the randomness and the ultra-wide bandwidth of the transmit and receive signals, such radars can be used for covert detection and identification, and are immune from hostile detection and jamming while preserving very high range resolution. However, the images are plagued with artefacts caused by high range sidelobes. They proposed
a new technique for the range sidelobe suppression of UWB random noise radar, which combines median and apodisation filtering.

A key development has been by Dr Juergen Sachs of the Technical University of Ilmenau, Germany, and the MEODAT company, who have jointly developed an integrated circuit SiGe-technology radar ‘chip’. This offers considerable potential and is described in the following Section.

6.6.2 M-sequence radar

Dr Juergen Sachs

A maximum length binary sequence, in short an M-sequence, is a special kind of pseudo-random binary sequence (PRBS). PRBS signals $x(t)$ are periodic and as such they are not really random. They have, however, properties which are very close to those of real random signals – for example, a short, pulse-like autocorrelation function $R_{xx}(\tau)$:

$$R_{xx}(\tau) = \frac{1}{T} \int_{T} x(t) x(t + \tau) \, dt \rightarrow \text{pulse-like} \quad (6.39)$$

The power spectrum of the signal $x(t)$ is given by the Fourier transform of its autocorrelation function:

$$S_{xx}(f) = \int_{-\infty}^{\infty} R_{xx}(\tau) e^{-j2\pi f \tau} \, d\tau \quad (6.40)$$

The PRBS signals consist of elementary impulses (chips), which are seemingly randomly distributed within a signal period.

A signal having a short autocorrelation function has a large bandwidth and thus it can, in principle, be used as a stimulus in high-resolution, ultra-wideband (UWB) radar. It is, however, not beneficial to consider the received signals $y(t)$ (caused, for example, from the backscattering of a PRBS at a target) immediately as they cannot be interpreted due to their random nature. The situation changes by examining the crosscorrelation function $R_{yx}(\tau)$ between stimulus and receive signal as in (6.41):

$$R_{yx}(\tau) = \frac{1}{T} \int_{T} y(t) x(t + \tau) \, dt \quad (6.41)$$

The information of interest is the shape of the impulse response function (IRF) $h(t)$ between the feed points of the transmit and receive antennas. It contains the scattering behaviour of the targets (embedded by the radiation behaviour of the antennas). The IRF, as well as autocorrelation and crosscorrelation functions, are related by a convolution in (6.42).

$$R_{yx}(\tau) = h(\tau) \otimes R_{xx}(\tau) \quad (6.42)$$
For comparison the direct relation between the stimulus $x(t)$ and the system response $y(t)$, is given in $y(t) = h(t) \otimes x(t)$.

(6.42) simplifies to:

$$R_{yx}(\tau) \sim h(\tau) \quad \text{for} \quad R_{xx}(\tau) = \delta(\tau)$$

if the autocorrelation function is a Dirac pulse $\delta(t)$.

Practically, (6.43) means that the crosscorrelation function between the receive and stimulus is proportional to the impulse response function as long as the autocorrelation function of the stimulus is narrow compared to the impulse response of the device under test. Translated to the spectral domain, (6.43) requires a bandwidth of the stimulus exceeding that of the device under test. Finally, (6.43) comprises a corresponding approach as used for the classical impulse excitation. There is accordingly no large difference in data interpretation between impulse technique and correlation technique if one exchanges the stimulation pulse $x(t)$ by the autocorrelation function $R_{xx}(\tau)$ and received signal $y(t)$ by the crosscorrelation function $R_{yx}(\tau)$.

On first examination, the correlation technique complicates the determination of the impulse response function $h(t)$, since the function $R_{yx}(t)$ must be determined, whereas the impulse technique is satisfied even with the captured signal $y(t)$. However, the correlation technique opens up many different practical solutions, since the designer is not limited to a particular signal shape as with the impulse technique. Equation (6.43) in connection with (6.40) only requires a stimulus signal with a large bandwidth, irrespective of their time domain characteristics.

Probably the most important result is the ability to replace impulsive waveforms by signals, which spread their energy equally over a long time, hence reducing the peak power. For this reason, the electronics only has to handle low voltage signals, which allows for monolithic circuit integration and fewer problems with limiting effects. Furthermore, the charge and discharge of parasitic circuit elements profits from low voltage variations, which results in an increased bandwidth of the signals.

The backscattered waveform must, however, be compressed in the receiver to recover the range resolution. In that sense, the impulse compression is nothing more than the correlation according to (6.41). The impulse compression is implemented by a convolution provided by a filter having an impulse response function $h_m(t) = x(-t)$, which is equal to the time inverse of the transmit signal $x(t)$. It is, however, not possible to build an analogue matched filter for ultra-wideband signals. A so-called sliding correlator could be an alternative to convert (6.41) by electronic means. This requires an auxiliary PRBS-generator in the receiver, a wideband multiplier (mixer) and a lowpass filter (integrator). The auxiliary PRBS-source has to provide the same signal as the main PRBS-source in the transmitter. By shifting stepwise, the initial state of that auxiliary PRBS-source, the delay $\tau$ can be changed. Thus, one is able in this way to gain the crosscorrelation function $R_{yx}(\tau)$ successively. This method is, however, awkward and less flexible.

Furthermore, the output signal of the sliding correlator as well as the matched filter is again a short, pulse-like signal, which tends to overload the follow-up electronics. From that viewpoint, a digital impulse compression is to be preferred since
high dynamic signals as pulses can always be handled by an appropriate number format. The stepped-frequency radar uses this approach since it provides an ‘impulse compression’ of sine waves via the inverse Fourier transform. Finally, the stepped-frequency radar is nothing more than a specific conversion of (6.41) via a more or less effective way into the frequency domain.

A direct and neat way to solve (6.41) for UWB applications up to the GHz range is the use of M-sequences. Some illustrations on the mathematical and number theoretical bases of M-sequences are to be found in Peterson et al. [37]. A simple way to generate M-sequences is given by the use of digital linear feedback shift registers. Figure 6.39 shows the general structure of such a shift-register generator. Shift-register sequences having the maximum possible period for a given number of register stages are called maximum length binary sequence or simply M-sequence. However, for every shift-register length there exists only one or a few feedback combinations, which actually leads to an M-sequence. A table summarising all allowed combinations up to an order of 40 of the shift-register is also given in Xiang [38]. One period of the M-sequence covers all possible states of the shift register except the state 000...0. Consequently, one period of the output signal contains \( N = 2^n - 1 \) chips if \( n \) is the order of the shift register.

The single stage shift register is simply a D flip-flop which is pushed by a clock generator of frequency \( f_c \). It provides a unit delay of \( t_c = 1/f_c \). The state of the flip-flop \( r \) is represented by \( s_r \in \{0, 1\} \). The modulo-2 adder is an XOR-gate and the modulo-2 multiplication is nothing but a connection if \( g_r = 1 \) or a no-connection for \( g_r = 0 \).

Some properties of an M-sequence shall be demonstrated with the example of a 4th-order shift-register generator. In this case, there is only one possibility to arrange the feedback: it is \( g_4 = g_1 = g_0 = 1 \) and \( g_3 = g_2 = 0 \). The states of one period of the output signal results in \( x_n = m_n = \{11110010011010\} \). For measurement purposes this sequence is used to stimulate the systems under test. However, both states 0 and 1 usually represent the same (absolute) value \( V_{MS} \) of signal voltage but
they are of opposite sign. Thus, the rms-value of such a bipolar stimulus is identical to \(V_{MS}\). The typical (idealised) time shape of a bipolar M-sequence is represented in the upper part of Figure 6.40. For comparison, the time shape of a real M-sequence is shown in Figure 6.41. Note that only a portion of the complete curves is represented in order to be able to see details. Only \(20\%\) of one period is shown and the spectrum is restricted to the range from DC to 1 GHz. The period of the transmit signal determines the ambiguity range \(R_0\) of a radar, i.e.

\[
R_0 = \frac{c}{2} \frac{T_0}{N} = \frac{cN}{2f_c}
\]  

(6.44)

Figure 6.40  Time shape (a), autocorrelation function (b) and power spectrum (c) of an idealised 4th-order M-sequence
Figure 6.41  Time shape and power spectrum of a real 9th-order M-sequence pushed by a 9 GHz clock

where \( c \) is the speed of light and \( f_c \) represents the rate of the clock generator, which drives the shift register.

The autocorrelation function (see Figure 6.40) of an M-sequence is a periodic function of short triangles. Its FWHM-value corresponds to the unit delay \( t_c \) of the shift register. Therefore, the theoretical range resolution of an M-sequence radar is

\[
\delta_{r,\text{idealised}} = \frac{c \Delta t_{-3dB}}{2} \approx 0.6ct_c = 0.6 \frac{c}{f_c}
\]  

(6.45)
The value $\Delta t_{-3\text{dB}}$ herein refers to the minimum time distance which allows us to separate two identical triangular pulses by a $-3\text{ dB}$ depression of the sum signal.

It can be seen from Figure 6.40 that by increasing the clock rate $f_c$ the autocorrelation approaches a (periodic) Delta-function as was required by (6.42) for the determination of the impulse response function $h(t)$ for a DUT.

The power spectrum of the M-sequence results from Fourier transforming its autocorrelation function, i.e. which results in a line spectrum having an envelope determined by a sinc$^2$-function (see Figures 6.40 and 6.41). Nearly 80% of the energy of an M-sequence is concentrated within the frequency interval DC to $f_c/2$. Thus it is wise to limit the usable bandwidth to $B = f_c/2$. Otherwise, the receiver noise increases proportionally compared to the signal power, which will degrade the range resolution performance. Thus, a more realistic value for the range resolution results in

$$\delta_r \approx \frac{c}{2B} = \frac{c}{f_c}$$

which is close to the ideal value given by (6.45).

As shown, the minor restriction to a bandwidth of $B = f_c/2$ has practically no influence on the radar resolution, but it has a decisive impact on the whole design of the M-sequence radar system. As shown below, this concerns mainly two aspects – the implementation of the crosscorrelation (see equation 6.41) and the control of the signal gathering.

As noted above, the goal is to determine the impulse response function $h(t)$ of the transmission channel – transmit antenna – scatterer – receive antenna. This is achieved by stimulating the DUT by an M-sequence $x(t) = m(t)$ and capturing the response $y(t)$ of the DUT. The impulse response function $h(t)$ corresponds approximately to the crosscorrelation function $R_{ym}(\tau)$ between $m(t)$ and $y(t)$, if the bandwidth $B_{DUT}$ of the DUT is below $B_{DUT} < B = f_c/2$ (see also equation 6.43).

To respect the Nyquist theorem, a maximum bandwidth of $B = f_c/2$ implies a minimum sampling (digitising) rate of $f_c$, i.e. one sample per chip of the M-sequence. Thus, a complete set of measurement data covers a sequence of $N$ data samples of the M-sequence $m(n) = \{m_1, m_2, m_3, \ldots, m_N\}$ and of $N$ data samples of the DUT response $y(n) = \{y_1, y_2, y_3, \ldots, y_N\}$. Since all signals are periodic, the determination of the crosscorrelation function $R_{ym}(n)$ (see equation 6.41) represents a cyclic procedure which can be expressed by the matrix relation (6.47),

\[
\begin{bmatrix}
R_{ym,1} \\
R_{ym,2} \\
R_{ym,3} \\
\vdots \\
R_{ym,N}
\end{bmatrix}
= 
\begin{bmatrix}
m_1 & m_2 & m_3 & \cdots & m_N \\
m_N & m_1 & m_2 & \cdots & m_{N-1} \\
m_{N-1} & m_N & m_1 & \cdots & m_{N-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_2 & m_3 & m_4 & \cdots & m_1
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
\vdots \\
y_N
\end{bmatrix}
\]

(6.47)

respectively

$$R_{ym} = M \cdot Y$$
It should be noted that (6.47) describes a general way to provide the correlation function of periodic signals. It is not exclusively restricted to the use of M-sequences. Thus (6.47) can be used to provide the crosscorrelation function referring to the sampled idealised M-sequence (see Figure 6.40) as well as referring to the real M-sequence (see Figure 6.41) if it is gathered by a reference channel.

In many applications where one is usually satisfied with the idealised M-sequence as reference, the elements of the matrix $M$ are exclusively $+1$ or $-1$ (respectively, $+V_{MS}$ or $-V_{MS}$). By permutation and adding a 'dummy' row and column, $M$ can be expressed by a Hadamard matrix $H$ (see [38] for details).

$$M = P \cdot H \cdot Q$$  \hspace{1cm} (6.48)

The $M$-matrix is of order $N$ by $N$, i.e. $2^n - 1$ by $2^n - 1$, and the $H$-matrix is of order $2^n$ by $2^n \cdot P$ and $Q$ represent permutation matrices. They are of order $2^n - 1$ by $2^n$ and $2^n$ by $2^n - 1$, respectively. Every column and row of these matrices contains only one element at maximum with the value 1. The remaining elements are zero. Thus, (6.48) is not connected to an extensive matrix multiplication. It rather corresponds to a simple rearrangement of rows and columns.

Hadamard matrices having an order of a power of two can be built from a simple rule:

$$H_1 = 1$$

$$H_{2r} = \begin{bmatrix} H_r & H_r \\ H_r & -H_r \end{bmatrix}$$  \hspace{1cm} (6.49)

Joining (6.47) and (6.48), the calculation of the crosscorrelation $R_{ym}$ is finally attributed to a re-ordering of data samples and a multiplication with a Hadamard matrix. By the fast Hadamard transform (FHT), this multiplication can be undertaken in a very effective way. The FHT is organised by butterfly operations similar to that of the FFT. The FHT butterfly, however, only contains addition and subtraction operations, as demonstrated in Figure 6.42 for the two simplest examples.

The practical result of the above described procedure is represented in Figure 6.43. It was gained by connecting the output of a 9-stage shift register via an attenuator to the signal gathering unit. The shift register was driven by a 9 GHz clock (compare also Figure 6.44).

The spurious signals onto the impulse base are caused by the imperfection of the real M-sequence; these may be eliminated from the data by calibration and deconvolution, respectively, by referring the crosscorrelation to the real transmitted M-sequence.

The data gathering must respect the Nyquist criteria, which poses a challenging task for every digitised RF-receiver. Fortunately, the Nyquist criteria can be met more easily by an undersampling method if periodic signals are used. (Undersampling means that only one or a few data points are gathered within each signal period.) The points must, however, be different at every period. By rearranging the captured samples, one finally obtains an impression of the waveform. The virtual time distance $\Delta t_v$ between these data samples can be quite narrow even if the real sampling rate is
Figure 6.42 Multiplication of a vector with a Hadamard-matrix by butterfly operations
The examples show the elementary butterfly for an $H_2$-matrix and the operations for the next higher order $H_4$

![Image of a 2x2 Hadamard matrix multiplication]

$H_2 \cdot A = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \cdot \begin{bmatrix} a \\ b \end{bmatrix}$

$H_4 \cdot A = \begin{bmatrix} 1 & 1 & 1 & 1 \\ -1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 \end{bmatrix} \cdot \begin{bmatrix} a \\ b \\ c \\ d \end{bmatrix}$

$\begin{align*}
a & \rightarrow a+b \\
b & \rightarrow a-b \\
c & \rightarrow c+d \\
d & \rightarrow c-d \\
\end{align*}$

$\begin{align*}
a+b & \rightarrow a+b+c+d \\
a-b & \rightarrow a-b+c-d \\
c+d & \rightarrow a+b+c-d \\
c-d & \rightarrow a-b-c+d \\
\end{align*}$

Figure 6.43 Sampled data and impulse response function of a 9 GHz 9-stage M-sequence radar gained from the crosscorrelation function between gathered data and idealised M-sequence

![Image of sampled data and impulse response]

sampled data of an M-sequence
(shift register output without additional band limitation)

impulse response function of the radar head
detail view of the impulse response

spurious signals

![Image of impulse response and detail view]
The DUT consists of the transmit antenna, the scattering scenario and the receive antenna.

Very low. The inverse of $\Delta t_v$ corresponds to the so-called equivalent sampling rate $f_{s,eq}$. Thus, by such an approach, the equivalent sampling rate has to meet the Nyquist criteria and not the real sampling rate. This simplifies the electronics and reduces the system costs. It is widely used in many wideband data gathering systems.

Even if undersampling greatly simplifies the data gathering, the correct and stable control of its timing is still a challenge because the precision of this timing strongly determines the overall performance of the radar system. One of the most important features of the M-sequence approach is that this timing can be performed in a very stable and exact way. Remember, one data sample is needed per chip of the M-sequence and the sequence length covers $2^n - 1$ chips. Every beat of a generator pushing the shift register releases one chip. This means that if the sampling rate equals the clock rate, only one period is needed to gather all data but the measurement rate is extremely high (real time sampling). If the sampling rate equals half the clock rate, the odd numbered data samples are captured during the first period of the M-sequence and the even numbered samples are gained within the second period. Thus, by halving the sampling rate, two periods are required to complete the data set. Quartering the sampling rate involves four periods in the measurement process. The data samples having the numbers $1, 5, 9 \ldots N - 2$ are gathered within the first period. The second one provides the samples of number $2, 6, 10, \ldots N - 1$, the third provides the samples $3, 7, 11, \ldots N$ and the remaining samples $4, 8, 12, \ldots N - 3$ are captured within the fourth period. The example implies that any sampling rate which corresponds to a power of two fraction of the clock rate $f_c$ is able to control the data gathering. In other words, the sampling process in an M-sequence radar is controlled by a binary divider. The more stages it has the lower the sampling rate is (the simpler the electronics may be) but the slower the measurement proceeds.

Summarising the above leads finally to the basic block schematic diagram, Figure 6.44, of the M-sequence radar. The whole system is controlled by a single-tone RF-generator with good phase noise and drift characteristics. The shift register provides the stimulus signal and the binary divider controls the data gathering. As usual for digital circuit elements, the shift register can be additionally controlled by an enabling-gate. This provides the opportunity to construct and to operate multi-channel
arrangements as UWB-antenna arrays in a simple fashion; Figure 6.45 shows the schematics. The whole measurement procedure covers a minimum of $K$ steps if $K$ stimulation channels are involved. Within one step only one shift register is switched active, and the remaining registers are disabled. The receiver channels are gathering the data in parallel.

The measurement data are captured before digitising by a sampling gate (Figure 6.44), which is either working in a track-and-hold or a sample-and-hold mode. In contrast to the classical approach, the sampling gate is controlled by a binary divider and not by ramp voltage, which is crossing a moving threshold (see dual ramp timing circuit, Figure 6.23). This results in an absolute linear time scale of the measurement data since the divider has to run through all its states before it releases the next sample. Thus, small differences between the individual stages have no effect.

Furthermore, the divider guarantees an excellent jitter and drift performance, as shown in Figure 6.46. The fundamental principle of a timing system works by detecting the crossing of a threshold by a voltage ramp; however, neither the threshold nor the ramp are ideal. They are subjected to slow offset variations and random errors, which causes time drift and jitter. Considering the simple model in Figure 6.46, the rms-jitter is approximately given by

$$t_j \approx t_r \frac{n_{\text{rms}}}{V_0}$$  \hspace{1cm} (6.50)

That is, the jitter is proportional to the rise of the reference waveform. The shorter the rise time is the better the jitter rejection will be. Time drift can be considered in the same way, resulting in a corresponding behaviour if the threshold, for example, underlies slow offset variations. The timing control of the M-sequence radar is based
Figure 6.46 Origin of jitter by flank triggering

completely on sharp pulses. This concerns both the shift-register generator and the binary divider. Thus, good jitter and drift rejection is provided by principle.

Finally, the overall stability of the system is determined to a great extent by the RF-clock generator. The stability of the M-sequence radar approaches the performance of a network analyser. Consequently, usual network analyser techniques to increase the system performance by calibration routines can be adopted. Thus, inevitable imperfections of the UWB hardware can be partially compensated by calibration and software if necessary. It is emphasised here once again that the first priority in order to succeed in calibration is determined by the system’s long-term stability. Circuit ageing and temperature influence will also act upon the frequency and quality of such a calibration. Since the shift-register generator and sampling gate, which are the most critical parts in this sense, are quite different circuits they will behave differently with ageing and temperature variations. To suppress this effect, it is recommended to capture both the transmit as well as the receive signal by identical circuits as it can be expected that identical circuits behave similarly with ageing and temperature.

The maximum operational bandwidth of the radar system is mainly determined by the maximum value of the clock rate of the shift-register generator. This is once again limited by the gate delay within the flip-flop, respectively the XOR-gate. To minimise this, one is forced to reduce the circuit size by a monolithic integration. Several semiconductor technologies are available for this purpose, depending on the required bandwidth and manufacturing costs. A good performance with regard to costs and bandwidth is provided by the SiGe-technology, which permits clock rates well beyond 10 GHz. Figure 6.47 represents an example of a practical implementation. Two customer chips are mounted on a multi-layer LTCC (low temperature co-fired ceramic) for wiring. These are the sampling gate (operating in the T&H-mode) and the...
Each of the channels is able to transmit and to receive a shift-register generator joint with the binary divider. The circuit layout is completely differential in order to reduce crosstalk effects. This is important to consider because even if the used circuit principles come from digital circuitry, their analogue behaviour is employed. A further example is shown in Figure 6.48, representing a multichannel system. Owing to the concept of a centralised main clock for all sub-systems, good synchronism between channels is achieved.

Analogue to digital conversion, signal processing and operational control could be theoretically undertaken by a normal DSP-board or a PC. However, this would cause losses in the system performance concerning dynamic range and real-time capabilities.
It is for this reason that it is appropriate to apply special hardware to enable averaging for noise reduction, even if only a short measurement time is available, or to gather high speed data for highly time variable targets.

6.7 Single frequency methods

Single frequency methods of imaging are based on the technique of viewing the target from a number of physically different positions in an aperture over the target recording the amplitude and phase of the received signal and then mathematically reconstructing an image of the radiating source. Essentially a synthetic aperture is constructed over a defined aperture at the measurement plane.

In general, most antennas used in ground penetrating radar have relatively low gain and hence a wide beamwidth which results in poor resolution in either \( x \) or \( y \) dimensions. Synthetic aperture methods aim to increase \( x \) or \( y \) resolution by synthetically generating an antenna with a large aperture and consequent reduced beamwidth.

The synthetic aperture array must consist of a minimum number of samples to avoid aliasing. The minimum number is given by [39]

\[
N = \frac{2R\beta^2}{\lambda} \tag{6.51}
\]

where \( \beta \) is the antenna beamwidth in radians, \( R \) is the range to the target and \( \lambda \) is the radiated wavelength.

There are several variations on the synthetic aperture method which can be considered. Where a single frequency is used, holographic methods can be employed to generate an image. The holographic method records the amplitude and phase of the received signal in a plane over the target. This function is then correlated with a test function which is set to provide a maximum value of the crosscorrelation where reflection occurs and to be zero elsewhere.

The holographic image reconstruction method is defined in the two-dimensional case by the correlation between the test function \( h(x, t) \) and the received signal \( v_r(x_r, t) \), where \( x \) is the co-ordinate vector of the imaging point and \( x_r \) is the co-ordinate vector of the receiving point, as shown in Figure 6.49, and \( v_r(x_r, t) \) is the signal received at the receiving point.

The linear operation to reconstruct the image is defined by [39]

\[
b(x) = \iiint_{-\infty}^{\infty} v_r(x_r, t)h(x - x_r, t) \, dx_r \, dy_r \tag{6.52}
\]

As the received signal can be considered to be:

\[
v_r(x_r, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} V(x_r, \omega) \exp j(\omega t) \, d\omega \tag{6.53}
\]

\[
v_r(x_r, t) = \frac{1}{2\pi c} \iiint \frac{\cos \theta}{r^2} \sigma(x) \frac{d}{dt} \frac{(t - 2r)}{c} \, dx \, dy \tag{6.54}
\]

where \( \sigma(x) \) is the reflectivity of the target.
Hence the image function of the object T is

$$b(x) = \frac{1}{2\pi c} \iint_S \sigma(x_r)b_0(x - x_r) \, dx \, dy$$

(6.55)

where

$$b_0(x) = \iiint \frac{\cos \theta}{|x - x_r|^2} \frac{d}{dt} \frac{(t - 2|x - x_r|)}{c} h(x_r, t) \, dx \, dy$$

(6.56)

The effect of material attenuation is significant as the general effect is to apply a windowing function across the recording aperture, thus limiting its useful size in relation to sharply focused images as shown in Figure 6.50.

In addition, the effect of both material attenuation and relative permittivity on the antenna beamwidth should be considered. As the values of loss and relative permittivity increase, the beamwidth of the antenna decreases, and this degrades the gain of the synthetic aperture. In general, synthetic aperture methods are most useful in lower loss materials. Typical images are shown in Figure 6.51.

Single frequency methods require accurate recording over a line and over the complete aperture. This accurate registration of the data is important and is somewhat difficult to achieve under field conditions. Most previous work [39, 40] used accurate mechanical scanning $X$-$Y$ frames, and the practical difficulties of using these in real life conditions have limited the use of single frequency holographic methods. However, advances in low cost robotic technology may overcome some of the past hurdles.
Alternative methods of multi-frequency image reconstruction are based on diffraction stack migration, Kirchhoff's methods and Green's function methods, which will be referred to in Chapter 7 on signal processing.

6.8 Polarisation modulation

Any target which possesses a linear scattering geometry can be identified by means of its polarisation scattering matrix.

In the case of a linear target,

$$\mathbf{E}_s = \mathbf{S} \mathbf{E}_i$$  \hspace{1cm} (6.57)

and the predominantly linear feature lies in the $x$-axis and is lower in impedance than the surrounding material, then the parameter $S_{xx}$ predominates. This is usually the case for buried metal targets, whereas in the case of plastic, where the dielectric surround has a higher impedance than the target, $S_{yy} > S_{xx}$. As $S_{xy}$ and $S_{yx}$ tend to zero, then the backscattered $\mathbf{E}$ field is largely parallel to the target axis in the case of a parallel incident $\mathbf{E}$ field applied to a linear metallic target.

When a plastic pipe is illuminated with an orthogonal incident $\mathbf{E}$ field the backscattered $\mathbf{E}$ field is the largest component of the reflected signal.
Figure 6.51  Holographic data from two orthogonal scans: (a) data; (b) subtracted; (c) focused in the object plane (after Junkin)
Many systems have exploited this polarisation sensitivity by using orthogonal transmit and receive antennas. The crossed dipole exhibits a much lower crosscoupling than a copolarised pair and this improves the system detectivity.

It is well known that targets such as pipes, as well as shells of various calibres and cracks, act as depolarising features. A linearly polarised crossed dipole antenna rotated about an axis normal to the target produces a sinusoidal variation in received signal. However, the null points are a distinct disadvantage because the operator is required to make two separate, axially rotated measurements at every point to be sure of detecting pipes at unknown orientations.

If such a crossed dipole is rotated around its own axis, the amplitude of the received signal will vary sinusoidally with the angular rotation of the antenna. Following Daniels et al. [41],

\[
E_s = E_t \left( -\sin \theta \cos \theta \right) \begin{bmatrix} S_{xx} & S_{xy} \\ S_{yx} & S_{yy} \end{bmatrix} \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix}
\]  

Hence if \( S_{xy} \) and \( S_{yx} \) are neglected, then

\[
E_s = E_t \left\{ \frac{1}{2} (S_{xx} - S_{yy}) \sin 2\theta \right\}
\]

In real life, additional received signals caused by a variety of factors such as changes in crosscoupling between the crossed dipoles due to objects or variations in local impedance on the ground surface will contribute to \( E_r \), which can be rewritten as

\[
E_r = K_1 \cos \theta + K_2 E_t \left\{ (S_{xx} - S_{yy}) \sin 2\theta \right\}
\]

The need for rotation of the antenna is physically restrictive, and electronic means of rotation have been considered.

One design possibility is to synthesise a circularly polarised signal. Any wave of arbitrary polarisation can be synthesised from two waves orthogonally polarised to each other. As shown in Chapter 5, Section 5.8, a circularly polarised wave is produced by exciting vertically and horizontally polarised waves, each having the same amplitude and with a 90° phase difference between them.

The radiating elements are fed, via wideband (preferably decade) 180° and 90° hybrids, to radiate circular polarisation. If right-hand circularly polarised signals are transmitted and received, the preferential detection of linear features is achieved. If, however, right-hand circularly polarised signals are transmitted and left-hand circularly polarised signals are received, planar features are detected. Hence, if connections to the radiating elements are arranged and switched appropriately, the signals routed to the receiver contain different data according to the sense of polarisation. The data, therefore, can be processed separately and in a different manner to provide images of different targets in the material under investigation.

Unfortunately hardware deficiencies limit the performance; firstly, it is difficult to achieve wideband operation with 90° hybrids (at least over a decade) and, second, even the fastest state-of-the-art GaAs switches have unacceptably high break-through levels.
In view of these difficulties the feasibility of using a commutated multi-element crossed dipole array can be considered, and this technique is rotating linear rather than circular polarisation.

A simple option is an eight-element antenna in which the crossed dipole pairs can be switched at intervals of up to 1 ms so that the two crossed dipole pairs are orientated between 0° and 45° as shown in Figure 5.47. This antenna proved to be successful proof of the concept demonstrator.

Full commutation over 360° in 45° steps could be achieved as shown in Chapter 5, Section 5.8 by using PIN diode switches (to handle the transmitted power) operating at a switching interval of 1 s, thus achieving 360° rotation in ~10 s. The possibility of real time discrimination using filters based on recognition of the $\cos 2\theta$ amplitude variation of each range sample is also possible. Operationally, such a system would have the advantage of being able to survey rapidly without the limitations imposed by mechanically rotated antennas.

Conventionally, circular polarisation refers to a steady-state condition during which a long duration pulse or CW waveforms are transmitted. For impulse radars, the pulse duration is very short (<5 ns) and hence a more complex transient situation is encountered. In general, several cycles of transmitted wave are needed to establish the state of circular polarisation.

One method of radiating circular polarisation with an impulse waveform is to use an equi-angular spiral antenna. Unfortunately, the dispersive nature of this type of antenna causes an increase in the duration of the transmitted waveforms, and the radiated pulse takes the form of a ‘chirp’ in which high frequencies are radiated first, followed by the low frequencies. This effect, however, may be compensated by a ‘spiking’ filter, which may take the form of a conventional matched filter or a more sophisticated filter such as a Wiener filter. The use of such an antenna has been shown [42] to be a useful method of implementing pipe detection radar, and plastic pipes buried in wet clay have been detected up to a depth of 1.0 m. Further references are found in Ueno and Osumi [43], Junkin and Anderson [44], Anderson and Richards [45], Osumi and Ueno [46, 47] and Tanaka et al. [48].

6.9 Summary

The vast majority of ground penetrating radar systems that have been built are based on the time domain amplitude modulated system approach. The general simplicity of concept and relatively lower cost of production when compared with frequency modulated or step frequency radar systems have been powerful reasons up till now for the choice of impulse radar methods. However, the technical performance of impulse radar systems is generally severely limited by the receiver, which is a sampling down-converter exhibiting a poor noise figure and conversion efficiency.

For this reason attention has been paid to alternative designs. The continuous wave frequency modulated system design requires a high performance in terms of linearity of frequency sweep with time, and this is often difficult to achieve within tight budget constraints. The step frequency continuous wave radar offers considerable promise for
the future now that the performance of synthesised frequency sources has improved and their cost has decreased. The major advantage of the frequency modulated systems is their improved receiver performance in terms of dynamic range compared with the impulse radar system. Noise modulation techniques offer considerable potential advantages, and developments are gathering pace.

Single frequency systems using holographic image reconstruction techniques have been shown to be viable but the physical difficulty of accurately recording over an aperture has tended to limit their use.
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Chapter 7
Signal processing

7.1 Introduction

The objective of this Chapter is to provide an introduction to those methods that have been used to process data. The area of signal processing is so extensive that only a basic introduction to the topic is possible. The recommended references will provide further material for those wishing to investigate the topic in greater detail.

Inevitably, some users may consider that their favourite method has not been given sufficient prominence or that some combinations of methods may provide improved performance. Unfortunately, it is impossible to satisfy all interests.

The author’s view is that signal processing is primarily a means of reducing clutter. Fundamentally, the signal to clutter ratio of the radar data is the key to target detection. Most system noise in GPR systems can be reduced by averaging. GPR is heavily contaminated by clutter, and reduction of this is a key objective. The cost–benefit of implementation should be clearly demonstrated before superficially attractive but practically unsound methods are incorporated. Clearly, the wide range of targets, applications and situations encountered is likely to task even the most robust algorithm, and the user should assess the latest algorithm with some care.

The general objective of signal processing as applied to surface-penetrating radar is either to present an image that can readily be interpreted by the operator or to classify the target return with respect to a known test procedure or template.

The image of a buried target generated by a GPR radar will not, of course, correspond to its geometrical representation. The fundamental reasons for this are related to the ratio of the wavelength of the radiation and the physical dimensions of the target. In most cases for surface-penetrating radar the ratio is close to unity. This compares very differently with an optical image, which is obtained with wavelengths such that the ratio is considerably greater than unity.

In surface-penetrating radar applications, the effect of combinations of scattering planes, for example, the corner reflector, can cause ‘bright spots’ in the image, and variations in the velocity of propagation can cause dilation of the aspect ratio of the
image. While many images can be focused to reduce the effect of antenna beam spreading, regeneration of a geometric model is a much more complex procedure and is not usually attempted.

An alternative approach, which seeks to reduce the workload on the operator, is to correlate the image with a known template and derive a spatial correlation coefficient. Promising results have been obtained using pole-zero methods as well as neural network approaches.

A major source of error in GPR data is the reflection from the surface of the ground. Abrahamsson et al. [1], O’Neill et al. [2] as well as Wu et al. [3] report on methods to reduce the effect of ground surface.

The general procedure when processing data is to store the data in the appropriate dimensional format and then apply appropriate algorithms.

With reference to Figure 7.1 the data can be considered to be of the form

$$f(x, y, z) = A(x_i, y_j, z_k)$$ (7.1)

over the ranges $k = 1$ to $N$, $j = 1$ to $M$, and $i = 1$ to $P$.

Note that time and depth of the $Z$-axis can be considered to be interrelated by the velocity of propagation.

A single waveform or A-scan is defined as

$$f(z) = A(x_i, y_j, z_k)$$ (7.2)

over the range $k = 1$ to $N$, $i$ = constant, $j$ = constant.

An ensemble waveform set or B-scan is defined as

$$f(x, z) = A(x_i, y_j, z_k)$$ (7.3)

over the range $k = 1$ to $N$, $i = 1$ to $P$, $j$ = constant

or

$$f(y, z) = A(x_i, y_j, z_k)$$ (7.4)

over the range $k = 1$ to $N$, $j = 1$ to $L$, $i$ = constant.

An ensemble waveform set of a C-scan is defined as

$$f(x, y, z) = A(x_i, y_j, z_k)$$ (7.5)

over the range $j = 1$ to $M$, $i = 1$ to $P$, for a selected value of $Z$ or range of values of $Z$.

In general, most published surface-penetrating radar data have been processed and presented in either A-, B- or C-scan form. The processes applied to each data format can be broadly classified as follows:

(a) A-scan processing

(b) B-scan processing. Note that the dimensions can be considered interchangeable, that is, the same processes may be useful for $x$-$z$, $x$-$y$ or $y$-$z$ planes.
Most of the description in the following Chapter is relevant to a time series data set. Most amplitude modulated radar systems generate time domain data but frequency domain radar systems such as FMCW initially generate a frequency domain data set, which requires transformation to the time domain equivalent. Other modulation schemes such as pseudo-random coding or noise modulation require a crosscorrelation of the received signal with a template.

There is no fundamental difference in the information content of the data output from any modulation scheme provided, of course, that the amplitude and phase information is retained in the receiver conversion process.

In general it is the range to the target which is of most interest, and as this is fundamentally equivalent to time, the time series data set is most relevant. However, there will be occasions when it is more appropriate to use alternative descriptions.
Many of the processing techniques that have been applied to surface-penetrating radar data have been developed for other applications, and in addition to radar, acoustic, ultrasonic and seismic processing methods have been freely employed.

In reality the time series under consideration represents only the sampled values of a continuous time function and hence is a restricted version of the latter. In addition it has a limited time duration compared with an analytic function, which can be considered to have infinite time duration. The finite number of samples stored and processed represents a truncated portion of a time series and can be termed a sample time series.

A wavelet can be considered as a transient event with a definite time of arrival and a finite energy content as shown in Figure 7.2.

The general processing problem encountered in dealing with surface-penetrating radar data is in the widest sense the extraction of a localised wavelet function from a time series which displays very similar time domain characteristics to the wavelet. This time series is generated by signals from the ground and other reflecting surfaces, as well as internally from the radar system.

Unlike conventional radar systems in which the target can generally be regarded as being in motion compared with the clutter, in the surface-penetrating radar case, the target and the clutter are spatially fixed and the radar antenna is moved with respect to the environment.

In all the following discussions it is assumed that data are recorded to an adequate resolution and bandwidth. This means digitisation to at least 12 or 16 bits (72 dB or 96 dB system dynamic range) for an A-scan record length of typically 256 or 512 samples, which entails a data storage capacity of at maximum 1 kbyte per A-scan unless data compression techniques are used.
The capacity required to store a B-scan depends upon the overall length of line survey and spatial sampling interval. To achieve an adequate spatial resolution depends on the size of the object, and typically a convenient length is 512 A-scans, and hence a B-scan may require 0.512 Mbytes of data storage. With the data storage capabilities of hard disk drives (100 Gbyte) and tape back-up stores no serious difficulties should be encountered in storing site survey data. Alternatively, data compression techniques can be used to provide up to a 20:1 level of data compression.

Before discussing the various signal processing methods it is useful to state some basic definitions.

The statistical properties of a time series can be determined by considering either a large number of similar signals at any one instant in time, which is termed an ensemble value, or alternatively one signal at a number of intervals of time, termed a time value.

If the two properties are equal then the function or set of functions is said to be ergodic. To be ergodic a function must be a stationary signal, although the converse is not necessarily true.

A continuous function with the same long term properties is defined as a statistically stationary function, and suitable examples are sinusoidal functions or white noise. In contrast, impulsive signals are considered to be statistically nonstationary.

A random signal which has a definite probability as to its content is termed a stochastic signal and, for example, white noise plus a sine wave is termed a stochastic signal.

A minimum phase system or function is defined as having no poles or zeros in the RH half of the S-plane. Note that RH zeros make a non-minimum-phase system but RH poles make an unstable system. Conjugate pairs on the axis indicate a marginally stable system.

### 7.2 A-scan processing

The received time waveform can be described as the convolution of a number of time functions each representing the impulse response of some component of the radar system in addition to noise contributions from various sources — hence the received time waveform (Daniels et al. [4])

\[
    f_r(t) = f_s(t) \otimes f_{an}(t) \otimes f_c(t) \otimes f_{gf}(t) \otimes f_i(t) \otimes f_{gr}(t) \otimes f_{a2}(t) + n(t)
\]

(7.6)

where

- \( f_s(t) \) = signal applied to the antenna
- \( f_{an}(t) \) = antenna impulse response
- \( f_c(t) \) = antenna crosscoupling response
- \( f_{gd}(t) \) = ground impulse response (\( d \) denotes direction)
- \( f_i(t) \) = impulse response of target
- \( n(t) \) = noise.
Each contribution has its own particular characteristics which need to be considered carefully before application of a particular processing scheme.

Ideally the signal applied to the antenna should be a Dirac function but practically is more like a skewed Gaussian impulse of defined time duration.

Most antennas used in surface-penetrating applications have a limited low frequency response and tend to act as highpass filters effectively differentiating the applied impulse, hence creating a wavelet. In most cases near identical antennas are used and if these are spaced sufficiently far from the ground surface then \( f_{a1}(t) = f_{a2}(t) \). In the case of antennas operated in close proximity to the ground, then both \( f_{a1}(t) \) and \( f_{a2}(t) \) are variant with changes in the ground surface electrical parameters.

Any processing scheme which relies on invariant antenna parameters should take into account the mode of operation of the antennas and the degree of stability that is practically realisable.

The antenna crosscoupling response \( f_c(t) \) is composed of a fixed contribution \( f_c'(t) \) due to antenna crosscoupling or reflection and a variable contribution \( f_c''(t) \) due to the effect of the ground or nearby objects. Hence \( f_c(t) = f_c'(t) + f_c''(t) \). It has been found possible to reduce the amplitude of \( f_c(t) \) to very low levels; in the case of crossed dipole antennas to below \(-70\) dB and in the case of parallel dipole antennas to below \(-60\) dB. However, \( f_c''(t) \) can be significantly larger and degrades the overall value of \( f_c(t) \) to \(-40\) dB. The value of \( f_a(t) \) is determined by any local inhomogeneities in the soil or by any covering material, whether of mineral or vegetable origin. There is unfortunately little that can be done to predict variations in \( f_c''(t) \) and it is not amenable to treatment by many processing algorithms. The variation in \( f_c'(t) \) is much greater with the crossed dipole antenna than the parallel dipole. The ground impulse response \( f_g(t) \) can be determined from its attenuation and dielectric constant across the frequency range of interest.

The target impulse response can be composed of the convolution of the wanted target response, together with many other reflectors, which may not be wanted by the user but which are valid reflecting targets as far as electromagnetic waves are concerned. The time separation of the targets is related to their physical spacing as well as the velocity of propagation, which can vary depending on the material properties.

Where the targets are well separated in range, it is relatively straightforward to separate the radar reflections, but this becomes progressively more difficult as targets become closer together, as instead of individual delta functions a series of overlapping (in time) wavelet functions of different characteristics exists.

Before considering the more sophisticated methods of recovering and processing the wavelets there is a range of simple processing methods, which can be applied to each individual A-scan.

### 7.2.1 Zero offset removal

An important process operation is to ensure that the mean value of the A-scan is near to zero. This assumes that the amplitude probability distribution of the A-scan
Figure 7.3  A-scan sample time series

is symmetric about the mean value and not skewed and that the short time mean value is constant over the time duration of the A-scan, as shown in Figure 7.3. It is generally less likely that the amplitude probability distribution is skewed, but where RF time varying gain is incorporated and the sampling gate exhibits a DC offset, the short time mean value may vary over the time duration of the A-scan.

Any signal processing algorithm should cater for these situations. For example, a simple algorithm such as

\[ A'_n(t) = A_n(t) - \frac{1}{N} \sum_{n=0}^{N} A_n(t) \]  

(7.7)

where \( A_n(t) = \) unprocessed data sample, \( A'_n(t) = \) processed data sample and \( n = \) sample number, will only work where the short term mean value is constant and the amplitude probability distribution is symmetric.

7.2.2 Noise reduction

An important processing technique is noise reduction and can be achieved by either averaging each individual sample of the A-scan or storing and averaging repeated A-scans. The general effect is to reduce the variance of the noise and gives an improvement in signal to noise ratio equal to \( 10 \log_{10} N \).

The general form of the filtering operation is given by

\[ A'_n(t) = A'_{n-1}(t) + \frac{[A_n(t) - A'_{n-1}(t)]}{K} \]  

(7.8)

where \( A'_n(t) = \) averaged value and \( A_n(t) = \) current value. The factor \( K \) may be chosen to be related to \( n, N \) or a fixed value, which will weight the averaged value appropriately.

The time spent averaging must take into account the speed at which the radar is moved, as unless the physical location is sensibly constant during averaging, data
will become contaminated by adjacent samples. Averaging has no effect on clutter but reduces random noise. It is likely that the main contribution to the overall noise level is caused by the radar receiver, and this can be very high for the time domain, sampling receiver. In this case much of the noise is caused by timing jitter and can be considered to be worse on the rise and fall times of signals. The noise is therefore spectrally biased towards the high frequency region of the band of frequency operation.

7.2.3 Clutter reduction

Clutter reduction can be achieved by subtracting from each A-scan an averaged value of an ensemble of A-scans or B-scans taken over the area of interest, i.e.

\[ A'_{n,a}(t) = A_{n,a}(t) - \frac{1}{N_a} \sum_{a=1}^{N_a} A_{n,a}(t) \]  

(7.9)

where \( n = 1 \) to \( N \) (\( N \) = number of samples), \( a = 1 \) to \( N_a \) (\( N_a \) = number of A-scan waveforms), \( A_{n,a}(t) \) = unprocessed A-scan and \( A'_{n,a}(t) \) = processed A-scan.

This method works well for situations where the number of targets is limited and they are physically well separated. Evidently, the summation of the average value will include contributions from all targets, and the greater the number the less will be the difference that results.

In situations where there is a planar interface within the area of interest, then this process has the unfortunate effect of removing most of the wavelet caused by the interface. Hence, it is important to choose both \( N \) and \( N_a \) with care to optimise the process for a particular situation.

Fundamentally it is assumed that the material properties vary in a random manner over the volume of interest and the averaged value \( f_r(t) \) represents the convolution of

\[ f_r(t) = f_s(t) \otimes f_{a1}(t) \otimes f_c(t) \otimes f_{g_f}(t) \otimes f_l(t) \otimes f_{g_r}(t) \otimes f_{a2}(t) \]  

(7.10)

The main uncertainty lies in the lack of random variability of the ground properties and the effect this has on \( f_r(t) \).

Analysis of the statistical nature of the variability has been carried out by Caldecott et al. [5]. This method derives a standard deviation time function from an ensemble of zero mean A-scans. Each unprocessed A-scan is compared with the standard deviation time function, and samples which are greater than the standard deviation time function by a predetermined amount, i.e. one, two or three \( \sigma \), are defined as significant. An alternative version of this process is

\[ A'_{n,a}(t) = A_{n,a}(t) - \frac{K}{N_a} \sum_{a=1}^{N_a} A_{n,a}(t) \]  

(7.11)

where \( K \) is a variable related to the required magnitude of the standard deviation.

This process can also be applied to a selected section of the A-scan in order to remove clutter associated with a particular region of time. For example, the antenna response can be removed following acquisition of an A-scan from a calibrated target.
7.2.4 Time varying gain

The received signal is reduced in amplitude compared with the transmitted signal as a result of both attenuation by the medium of propagation and by the path or spreading loss encountered in travelling to and from the target:

\[ A_n'(t) = A_n'(t) \times k_n \]  

(7.12)

where \( k \) is the weighting function of the sample number.

To apply time varying gain to compensate for these losses, several conditions must be met. There should be a zero mean value of the A-scan, otherwise significant DC offsets will be created at late times. The noise levels at late times should be low, else the general late time noise will be increased. Great care is needed to apply time varying gain in a smoothly and continuously varying way, which corresponds to correction of physical loss mechanisms. These effects are shown in Figure 7.4, which shows the modelled A-scan (upper graph), from top to bottom a correctly applied time varying gain, then the effect of a small negative DC offset, and finally in the lower graph the effect of both a small negative DC offset and noise on the signal.

Stepped or rapid gain variation along the time axis can modulate the unprocessed signal and generate artificial wavelets. In general, such variations are to be avoided unless there has been careful assessment of the propagation path losses as a function of time.

It is more prudent to record data that has a known time varying gain or better still none at all. This reduces the possibility of data becoming subjectively ‘improved’ by the field operator of the radar.

7.2.5 Frequency filtering

Highpass filtering of the A-scan data is a useful means of improving the signal to clutter ratio in situations where clutter is caused by additional low frequency energy generated by antenna ground interactions. In addition, excessive high frequency noise can usefully be reduced by lowpass filtering. Many commercially available radar
systems offer a range of filter options, and the choice of settings of bandwidths, slope etc. is left to the operator. Such a filter should in general exhibit a minimum phase response to reduce phase distortion of the filtered wavelets.

7.2.6 Wavelet optimisation or deconvolution techniques

The general principle of wavelet optimisation is to filter the sample time series in such a way that the desired output from the filtering process is an impulse function representing the deconvolution of the wanted signal. Such an impulse is variously known as a Dirac or Delta function, a unit impulse or spike. However, this ideal outcome is not usually achievable and the optimum filter is one where the energy of the difference between the desired and actual filters is minimised. This is termed an optimum or least squares filter:

\[ E^2 = t \lim_{t \to \infty} \frac{1}{2t} \int_{-t}^{t} (y(t) - d(t))^2 \, dt \]  

(7.13)

where \( y(t) = \) actual output and \( d(t) = \) desired output.

This is known as the Wiener least mean-square-error criteria and the general filtering process is termed a Wiener filter. Considerable work on wavelet optimisation has been carried out for seismic or geophysical signal analysis, for which the data show many similarities to surface-penetrating radar data.

The Wiener filter can be adjusted for several situations and, in the case where the signal is modified by additive white Gaussian noise, the optimum filter is a matched filter which is a standard approach to conventional radar signal processing. A matched filter is mathematically identical to a correlation receiver and provides an output

\[ H(t) = \int_{-\infty}^{\infty} e(\tau) s(\tau_0 - (t - \tau)) \, d\tau \]  

(7.14)

where \( e(\tau) = \) input signal, \( s(\tau_0 - (t - \tau)) = \) time reverse of the input signal and \( \tau_0 = \) delay required to meet causality requirements.

For this filter the output is maximum at \( \tau_0 = t \).

An alternative realisation of the Wiener filter is the inverse filter. In this case the spectral response of the filter is the reciprocal of the signal spectrum, although in fact the extremes of the frequency range are limited to avoid excessive out of band energy degrading the output from the filter.

The frequency characteristic of an inverse filter is given by

\[ H(f) = \frac{S(f)}{N' + K|S(f)|^2} \]  

(7.15)

where \( S \ast f = \) the Fourier transform of the time reverse of the signal, \( N' = \) the noise power (halved), \( S(f) = \) signal spectrum and \( K|S(f)|^2 = \) clutter power.

The inverse filter results from the case where the clutter is largest and the matched filter results from the case where the noise predominates.

A comparison of the performance of several different configurations of filter is given in an excellent treatment by Robinson and Treitel [6]. The least squares filter,
Figure 7.5 Methods of detection of a signal immersed in white noise (after Robinson and Treitel [6])

optimised to provide a near delta function output, was compared with a matched filter, a mini-matched filter and an output energy filter as shown in Figure 7.5.

It can be seen that the least squares filter does not produce a high amplitude output in the presence of noise, whereas the matched filter does. Note, however, that the output of the matched filter shows the effect of the different phase lag characteristics of the latter compared with the mini-matched and output energy filters. The least squares filter does provide the optimum output in the case where the noise is significantly lower than the signal.

The selection of a suitable filter is therefore dependent upon the characteristics of the signal. As the sample data set is composed of signal, noise and clutter, the question of the stability of the filter must be considered. It is not possible to achieve infinite resolution of the filter output and, unless certain restrictions are placed, both on the filter coefficients and the characteristics of the sample data set, the filter will behave in an unstable manner.

As most of the processing of surface-penetrating radar data is carried out using digital filtering, and mainly in the form of software algorithms, it is instructive to
consider an example of those aspects of the design of a digital inverse filter which affect performance and stability.

If we assume that a sampled data set described by \(d_0, d_1, d_2, d_3, \ldots, d_n\) is the input to a filter which then transforms the input to an output of unit magnitude at \(t = 0\), then

\[
h_t = \sum_{n=0}^{t} d_n f_{t-s} \tag{7.16}
\]

for all positive values of \(t\), where \(h_t = 1\) for \(n = 0\) and \(h_t = 0\) for \(n = 1\) to \(t\).

The required filter will be the time inverse of the input data series and will possess an infinite length of weighting coefficients or memory function.

Provided

\[
\sum |f_{t-n}|^2 > 0 \tag{7.17}
\]

the filter will be stable.

If the coefficients are derived using the z-transform in order to represent the example in terms of unit delay, then the input to the filter is given by

\[
D(z) = d_0 + d_1 z + d_2 z^2 + d_3 z^3 \cdots \tag{7.18}
\]

and the output

\[
H(z) = 1
\]

then

\[
H(z) = D(z) F(z) \tag{7.19}
\]

where

\[
F(z) = \frac{H(z)}{D(z)} = \frac{1}{D(z)} \tag{7.20}
\]

Hence

\[
f_0 + f_1 z + f_2 z^2 \cdots = \frac{1}{d_0 + d_1 z + d_2 z^2 \cdots} \tag{7.21}
\]

If we consider an input with two terms, the right-hand side is expanded by the binomial theorem,

\[
f_0 + f_1 z + f_2 z^2 \cdots = 1 - k z + k^2 z^2 - k^3 z^3 \cdots \tag{7.22}
\]

Then, equating coefficients,

\[
(f_0, f_1, f_2, f_3, \ldots) = \left(1, -k, k^2, -k^3, \ldots \right) \tag{7.23}
\]

If \(k < 1\), that is the input function is a minimum delay wavelet, it can be seen that the values of the filter coefficient will converge to zero, whereas if \(k > 1\), the series will diverge and the filter will be unstable. Thus, the causal or one-sided filter is limited to processing minimum delay wavelet functions.
This limitation can be overcome by generating a noncausal filter function. This can only be synthesised as having recorded the signal there is no restriction on operating in real time. Hence the noncausal filter can operate in nonreal time with a set of coefficients that cater for minimum delay and maximum delay wavelet functions. A noncausal filter will have coefficients that extend equally either side of a nominal zero time. Alternatively, we can consider such a filter as possessing an inherent time delay. The time delay or lag of the filter can be optimised to provide the minimum error energy which, when normalised, equates to the average squared error \( e \) divided by the autocorrelation function of the desired output at the zero lag time. When \( e = 0 \) the required and actual filter outputs are equal for all values of time, and vice versa. The filter performance can be defined in terms of efficiency as

\[
\eta = 1 - e
\]

(7.24)

For any filter the filter length and filter lag can be separately chosen to optimise \( \eta \). However, if the filter length is larger than the separation between wavelets, then the filter output will contain 'leaked' energy from any adjacent wavelet and will be sub-optimum. The objective of optimum filtering is to generate an output shape – Gaussian, Delta function etc. – from an input wavelet which exists in a general noise background using the minimum duration filter with a high value of \( \eta \).

A relevant application of this approach is given by Ueno and Osumi [7], who used the general method to produce a mixed delay filter to provide optimum matched filtering. Coatanhay [8] considered optimisation methods of deconvolution.

More recent developments in wavelet theory have introduced the concept of the wavelet transform (WT), which is relevant to the analysis of nonstationary signals such as the output from ultra-wideband radar systems. Wavelet transforms are a class of transforms which decompose signals into a set of base functions or wavelets. These are obtained from a single elementary wavelet by expansion, contraction or shifting. The short time Fourier transform (STFT) is the precursor of the WT and maps a signal onto a time–frequency plane as a time–frequency representation of the signal.

The Fourier transform is concerned with transformations applied to stationary signals, i.e. those signals whose properties do not evolve with time – sine waves, for example.

The Fourier transform of \( x(t) \) is given by

\[
F(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(t) e^{-j2\pi ft} \, dt
\]

(7.25)

and the global domain is that of frequency. The Fourier transform is not well suited to sudden changes in time in a nonstationary signal as the transform \( F(x(t)) \) becomes spread out over the frequency domain. The STFT considers a signal over a limited time window \( g(t) \) centred at time \( \tau \). Hence the STFT

\[
F(\tau, \omega) = \frac{1}{2\pi} \int x(t) g(t - \tau) e^{-j2\pi ft} \, dt
\]

(7.26)

Essentially the STFT introduces a frequency dependence with time by filtering the signal 'at all times' with a bandpass filter centred on each individual frequency and
whose impulse response is that of the window function. The descriptive principle is
similar to that of a score of a piece of music in which frequencies are 'played' in
time.

The main limitation of the STFT is its inability to resolve more closely than the
equivalent width of the bandpass filter, i.e.

\[ \text{time–bandwidth product} = \Delta t \Delta f > \frac{1}{4\pi} \quad (7.27) \]

which is fundamentally related to the Uncertainty Principle.

The way of improving this limitation is to vary \( \Delta t \) and \( \Delta f \) in the time–frequency
plane in order to obtain variable resolution. The STFT employs a constant value of \( g(t) \)
and exhibits a constant bandwidth. It is varied so as to provide constant proportional
bandwidth, i.e.

\[ \frac{\Delta f}{f} > k \quad (7.28) \]

It is possible to achieve good time resolution at high frequencies and good frequency
resolution at low frequencies. This is the basis of the continuous wavelet transform
(WT), in which a prototype wavelet \( h(t) \) serves as the basic wavelet and is scaled as
appropriate; hence

\[ h_a(t) = \frac{1}{\sqrt{|a|}} h \left( \frac{t}{a} \right) \quad (7.29) \]

and the transformed wavelet is given by

\[ F_\omega (\tau, a) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} x(t) h \left( \frac{t - \tau}{a} \right) dt \quad (7.30) \]

It is usually more convenient to display the power spectral density of a function rather
than the real and imaginary components of its two sided spectrum. The power spectral
density function of a normal Fourier spectrum has equivalence in what is termed a
spectrogram for the STFT or a scalogram for the WT.

The spectrogram of an STFT is defined as

\[ \text{SPEC}_x(t, f) = |\text{STFT}(t, f)|^2 \quad (7.31) \]

and the scalogram of a WT is defined as

\[ \text{SCAL}_x(t, f) = |\text{WT}(t, f)|^2 \quad (7.32) \]

and both are convenient ways of viewing the signal in an analogous manner to the
power spectral density.

Care should be exercised in the use of particular WTs as there is an implicit
assumption of linearity.
The spectrogram of the signals $C_1 x_1(t) + C_2 x_2(t)$ is not given by $SPEC_{x1}(t, f) + SPEC_{x2}(t, f)$ because the operation of squaring implies a quadratic superposition that is

$$SPEC_x(t, f) = |C_1|^2 SPEC_{x1} + |C_2|^2 SPEC_{x2} + C_1 C_2 SPEC_{x1x2}$$

$$+ C_2 C_1 SPEC_{x2x1} \quad (7.33)$$

The latter terms are known as interference terms and increase quadratically with the number of pairs of terms.

A range of WTs is available for analytical purposes, and further details can be found in Hlawatsch and Boudreaux-Bartels [9]. Wavelet techniques applied to stratigraphic analysis are reported by Rehmeyer and Aravena [10] and Carevic [11].

The key feature of the various time–frequency representations such as the STFT, spectrogram, WT, scalogram, Gabor transform and Wigner distribution is that they allow successful analysis of nonstationary signals either in the form of wavelets or chirp (linear FM) signals and enable much clearer target identification than conventional spectral analysis techniques. An example of a Wigner distribution (Rioul and Vetterli [12]) is given in Figure 7.6.

There is the distinct possibility of multiple echoes or reverberations in surface-penetrating radar. These can occur as a result of reflections between the antenna and the ground surface or within cables connecting the antennas to either the receiver or transmitter. The effect of these echoes can be considerably increased as a result of the application of time varying gain. This can easily be appreciated by considering the case of an antenna spaced at 0.5 m from the ground surface. Multiple reflections will occur every 1 m (twice the separation) and will decrease at a rate equal to the product of the ground surface reflection coefficient and the antenna reflection coefficient.
This product is likely to be $-15$ dB, and hence a series of echoes will occur every 3.3 ns, decreasing by 15 dB each time.

This problem may be partially overcome by suitable signal processing algorithms, which can be applied to the sampled time series output from either time domain or frequency domain radars. The general expectation is that all the individual reflections will be minimum delay. This expectation is generally reliable because most reflection coefficients are less than unity; hence the more the impulse is reflected and re-reflected the more it is attenuated and delayed. As a result, the energy is concentrated at the beginning of the train of wavelets.

The simplest method of removing multiple reflections is by means of a filter of the form

$$F(z) = \frac{1}{1 + cz^n} \quad (7.34)$$

In essence, this filter subtracts a delayed (by $n$) and attenuated (by $c$) value of the primary wavelet from the multiple wavelet train at a time corresponding to the arrival of the first reflection.

An alternative method relies on the use of filtering techniques applied to signals that have been combined by multiplication and by convolution. Such methods are termed homomorphic deconvolution filtering and rely on the fact that multiple reflections cause periodicity in the spectra of sampled data as shown in Figure 7.7 (Randall and Lee [13]).

The frequency spacing can be determined by taking the logarithm of the spectrum and then carrying out a spectral analysis of the new frequency series. This domain is known as the cepstrum and is given by

$$C_c(t) = F'[c \log[F(F(t))]] \quad (7.35)$$

The essence of operation in the cepstrum is that convolutions in the time domain are transposed to additions in the cepstrum. As phase information is retained it is possible to eliminate multiple echoes, i.e. wavelets, in the time domain by subtracting these in the cepstrum and then inverse transforming to recover the original time series. The most significant difficulty of carrying out a complex logarithm is that the phase of the complex log must be a continuous function, hence discontinuities at intervals of 2 must be removed. An example of a cepstrum filtering operation is shown in Figure 7.8, and it can be seen to be highly effective at multiple echo removal.

An alternative method of resolving overlapping echoes is based on the use of the multiple signal characterisation or MUSIC algorithm. The latter is a high resolution spectral estimation method and is used to estimate the received signals’ covariance and then perform a spectral decomposition. Although computationally intensive, evaluation of the technique by Schmidt [14] gave promising results.
Figure 7.7  Multiple echoes and their amplitude and phase spectrum (Randall and Lee [13])
7.2.7 Target resonances

The application of analytical methods of target discrimination started with the application of Prony's method (1795)* to target recognition. The basis of the technique is that every object will possess a unique resonant characteristic. Hence every target can be identified in terms of its resonant characteristic.

Van Blaricum and Mittra [15] modelled a waveform by a series of exponentials in which the amplitude and delay constant are variable, i.e.

\[ P(t) = \sum_{i} a_i e^{\alpha_i t} \]  

(7.36)

A discretised version of the above gives

\[ \alpha_n = \sum_{n=1}^{N/2} A_n \exp(j \phi_n \exp(\alpha_n + j \omega_n) n \Delta t) \]  

(7.37)

where \( A_n \) = amplitude, \( \phi_n \) = phase, \( \alpha \) = damping factor and \( \omega \) = frequency.

In its basic form Prony's method is inherently an ill conditioned algorithm and is highly sensitive to noise and estimates of the number of poles at present in the data.

It can, therefore, be understood that for targets buried in a lossy medium the high frequency signal information is low and hence the signal to noise ratio is such as to make Prony processing very vulnerable. Indeed, Dudley [16] points out that 'since all real data are truncated only approximations to the resonances are ever available even in the limit of vanishing noise'.

Recent developments have improved the robustness of the method as a means of detecting shallowly buried anti-tank or anti-personnel mines.

Work by Chan et al. [17] demonstrated the feasibility of the technique as a means of mine detection.

In general the received signal is represented as

\[ C_r(t) = \sum_{n=1}^{N} a_i e^{s_1 t} \]  

(7.38)

where \( s_1 \) are the complex resonant frequencies in the complex frequency plane (S-plane), i.e. \( s = \alpha + j \omega \).

A typical S-plane representation from various buried targets is shown in Figure 7.9.

There are two realisations of the Prony method – the classical or the eigenvalue method – and details of these are discussed in Chan et al. [19]. The eigenvalue method was found to give better results, and with reference to (7.37) it is found that analysis of the wavelet resulting from the resonance is highly sensitive to the choice of the parameters. In addition, a wide dynamic range is needed to cater for both the early and late time portions of the wavelet.

Many of the signal processing techniques applied to the data generated by surface-penetrating radar come from other disciplines such as geophysics and acoustics. There
have been significant developments in ultra-wideband free space radar technology, and one goal of much research currently being carried out is the unique identification of a target from its ultra-wideband impulse response.

An appreciation of these techniques is valuable when considering their application to surface-penetrating radar data, and the following Section reviews the main features of the approach.

Free space scattering from resonant bodies has received considerable attention, and the singularity expansion method (SEM) is established as a means of target recognition. Much work in this area has been carried out by Webb [20], Baum et al. [21], Chen et al. [22], Kennaugh [23], Kennaugh and Moffatt [24], Fok and Moffatt [25], and Rothwell et al. [26]. The SEM suggests that the late time scattered field of a target can be represented as the sum of excitation independent natural resonance modes, which depend on the detailed size and shape of the target.

An extension to the concept of nonspecific impulse illumination is that of discriminant functions designed to annihilate certain selected natural frequency constituents of the target response. The K-pulse originated by Kennaugh [24] is defined as that wavelet of minimum length which, when convolved with the target response, minimises or 'kills' all the natural modes in the resulting target response. Further developments in this area have resulted in the E-pulse (E = extinction) and the S-pulse (S = single mode).

The E-pulse is synthesised to minimise, when convolved with a band-limited late time target pulse response, all natural modes existing in that response. As the scattered free-space far field response of a conducting target can be expressed as

\[
e(t) = \sum_{n=1}^{N} a_i e^{\sigma_{nt}} \cos(\omega_n t + \phi_n) t > \tau_L
\]

where \( \tau_L \) is the start point of the late time response, \( e(t) \) is convolved with an extinction pulse wavelet \( E(t) \) such that

\[
c(t) = e(t) \otimes E(t) = 0
\]

The reader is referred to Baum [22] for details of the procedure for determining \( e(t) \). Further work on classification of GPR signatures by complex natural resonances is reported by Chen et al. [27], Guangyou and Zhongzhi [28], and Nag and Peters [29].

7.2.8 Spectral-analysis methods

For those surface-penetrating radar systems using FMCW, stepped frequency or synthesised sources, the receiver produces a frequency domain signal which is then transformed to the time domain. Usually this is carried out using a fast Fourier transform (FFT). There are, however, several limitations of the FFT algorithm. While these are well documented, it is useful to review the capabilities of the FFT and alternative spectral estimation methods. The reader is referred to the classic paper by Kay and
Marple [30], who detailed the following methods:

(i) conventional methods, Blackman Tukey, periodogram
(ii) modelling and parameter identification approaches
(iii) rational transfer function modelling methods
(iv) autoregressive (AR) power spectral density estimation
(v) moving average (MA) power spectral density estimation
(vi) autoregressive moving average (ARMA) power spectral density estimation
(vii) Pisarenko harmonic decomposition
(viii) Prony energy spectral density estimation
(ix) Prony spectral line estimation
(x) maximum likelihood method (MLM)
(xi) maximum entropy methods (MEM).

More recent developments include

(xii) multiple signal classification (MUSIC).

The objective of this Section is not to describe all these methods in detail as there is adequate cover in the literature. However, highlighting of the underlying principles and capabilities of various spectral estimation methods should provide the reader with an introduction to the options which can be considered.

The FFT approach, while computationally efficient (via the Cooley-Tukey or Blackman Tukey algorithm), suffers from several limitations. Firstly it has a frequency resolution in Hz which is approximately equal to the reciprocal of the sample window duration in seconds. Secondly, the action of sampling the data for a defined time or ‘window’ causes leakage of energy from the main lobe of a spectral response into the sidelobes. As most data from surface-penetrating radar occurs in short data sequences, the windowing effect can be particularly difficult to counter while at the same time maintaining resolution. It should be noted that when the signal to noise ratio is low the results of the conventional FFT approach are comparable with the more modern spectral estimation techniques.

In general the modelling approach to spectrum analysis is carried out in three stages: firstly the selection of an appropriate time series model; secondly an estimation of the parameters of the assumed model using either the sampled data or the auto-correlation lags; and finally substitution of the estimated model parameters into the theoretical power spectral density function. The selection of the time series model is governed by estimation and identification methods of linear systems theory. The modelling approach enables assumptions to be made concerning the time series outside the measurement window and hence eliminates the problems associated with windowing functions.

Three approaches to non-Fourier spectral estimation methods are: autoregressive (AR), moving average (MA) and autoregressive moving average (ARMA).

The autoregressive or feedback model is described by

\[ y_n = a_0 x_n - a_1 x_{n-1} - a_2 x_{n-2} \ldots - a_n x_{n-N} \] (7.41)
where \( n \) is the sample variable, \( x \) is the input and \( y \) the output variable. In terms of the \( z \)-transform,

\[
y_n = \frac{1}{a_0 - a_1z - a_2z^2 \ldots - a_nz^n} x_n
\]  

(7.42)

As in general the denominator can be considered to be a polynomial denoted by \( A_n(z) \), then

\[
Y(z) = \frac{1}{A_n(z)} X(z)
\]  

(7.43)

In the case of the AR model it is necessary to determine algorithms to solve the power spectral representation of (7.42). As \( z = e^{j\omega} \) it can be appreciated that as

\[
F(\omega) = |Y(\omega)|
\]  

(7.44)

then

\[
F(\omega) = \frac{1}{|A(\omega)|^2} |Y(\omega)|^2
\]  

(7.45)

There are two methods of solving the AR model, either by the Yule–Walker or Burg method. The Yule–Walker method tends to emphasise the spectral aspects at the expense of peak definition. The method originated by Burg is based on a technique known as maximum entropy. The entropy or unpredictability of a time series is proportional to the integral of the log of its power spectrum. An estimate of the power spectrum produced by the MEM method corresponds to the least predictable time series consistent with the autocorrelation function lags. The AR method tends to define the peak spectral response at the expense of spectrum shape.

The moving average (MA) or feed forward model is described by

\[
y_n = b_0x_n + b_1x_{n-1} + b_2x_{n-2} \cdots b_nx_{n-N}
\]  

(7.46)

where \( y_n \) represents the output of the linear convolutional filter for the input. The output of the MA model is a linear combination of present and past values of the system input sequence. When the input is white noise the output is called a moving average process of order \( n \), i.e. MA \((n)\).

![Illustration of various spectra for the same 64-point sample sequence (Kay and Marple [30])](image)

1 = true power spectral density (PSD); 7 = moving average PSD
Figure 7.11  Illustration of various spectra for the same 64-point sample sequence (Kay and Marple [30])

Figure 7.12  Illustration of various spectra for the same 64-point sample sequence (Kay and Marple [30])

Figure 7.13  Illustration of various spectra for the same 64-point sample sequence (Kay and Marple [30])
In terms of the $z$-transform,

$$y_n = (b_0 + b_1 z + b_2 z^2 \cdots b_n z^n) x_n$$  \hspace{1cm} (7.47)

The polynomial on the right-hand side of (7.46) can be expressed as $B_n(z)$; hence

$$Y(z) = B_n(z) X(z)$$  \hspace{1cm} (7.48)

In a similar manner to the AR model, the spectral representation is given by

$$F(\omega) = |B_n(\omega)|^2 |X(\omega)|^2$$  \hspace{1cm} (7.49)

The MA approach yields a reasonable approximation to the spectrum but tends to offer similar performance to the Blackman–Tukey PSD.

The ARMA model evidently contains both AR and MA elements, and it can be shown that

$$F(\omega) = \frac{|B_n(\omega)|^2}{|A_n(\omega)|^2} |X(\omega)|^2$$  \hspace{1cm} (7.50)

Kay and Marple [30] compared results of spectral estimation methods for various approaches, and these are shown in Figures 7.10 to 7.14.

An alternative approach is that given by the MUSIC algorithm, which produces a spectral estimation from the autocovariance matrix via eigenvector-value decomposition. An example of the resolution of a pair sinusoidal waveform is shown in Figure 7.15, which compares various results from different methods.
Figure 7.15  Comparison of MUSIC method of spectral analysis with a range of alternatives
7.2.9 Examples of processing techniques

A set of examples of various methods of A-scan processing are shown in Figures 7.16 to 7.23. They are shown as greyscale B-scans to illustrate the effect of applying various algorithms on a radar image of three plastic pipes buried in wet sand at depths up to 1.3 m:

Figure 7.16 shows the effect of applying the flat gain profile of 0 dB m⁻¹
Figure 7.17, a correct gain profile of 5 dB m⁻¹
Figure 7.18, an excessive gain profile of 15 dB m⁻¹
Figure 7.19, a lowpass filter to data corrupted by mobile phone interference

![Figure 7.16 Gain profile flat (courtesy ERA Technology)](image)

![Figure 7.17 Gain profile at 5 dB m⁻¹ (correct) (courtesy ERA Technology)](image)
Figure 7.18  Gain profile at 15 dB m$^{-1}$ (excessive) (courtesy ERA Technology)

Figure 7.19  Lowpass filtered data (courtesy ERA Technology)
Figure 7.20  Highpass filtered data (courtesy ERA Technology)

Figure 7.21  Average removed data (courtesy ERA Technology)
Figure 7.20, a highpass filter to data corrupted by close in target resonances
Figure 7.21, an average removal filter to the data from Figure 7.17, which removes consistent signals
Figure 7.22, an absolute threshold positive going data
Figure 7.23, a peak envelope to the data from Figure 7.17.

Figure 7.22 Absolute threshold positive going data (courtesy ERA Technology)

Figure 7.23 Peak envelope applied to data (courtesy ERA Technology)
7.3 B-scan processing

If we consider an ensemble set of time samples comprising a B-scan, there are a number of approaches to signal processing which can be considered. The data, even after optimal A-scan processing, are usually unfocused in that the spatial antenna response is convolved with the target spatial response as shown in Figure 7.24.

In the case of planar features such as the interfaces between layers in a road or the water table in a geophysical survey, it may be considered uneconomic to focus the data (see Figure 7.25). However, for small or complex objects it may be valuable to reduce the effect of the spatial smearing caused by the antenna. This

Figure 7.24 Convolution of antenna pattern with targets (ERA Technology)
Although a C-scan is essentially an $x$, $y$ plane at a selected value of $Z$ or range of values of $Z$, many of the processes described in the previous Sections can be applied. It is, however, important to focus the data, otherwise spurious features will appear at depths below the target. It is also important to ensure that adequate allowance is made for the sampling range, otherwise the familiar problems associated with windowing a data set will occur. Typical examples of C-scan processing are shown in Figure 7.26, which shows data from buried AT landmines.
7.5 Migration

The migration process essentially constructs the target reflector surface from the record surface. The migration technique has been much developed in acoustic, seismic and geophysical engineering and was originally developed in two-dimensional form by Hagedoorn [31]. More recent developments employ wave equation methods such as Kirchhoff migration, finite difference migration and frequency wave-number migration. An excellent tutorial paper is given by Berkhout [32] as well as by Schneider [33] and by Robinson and Treitel [6]. In essence, the problem of data focusing can be considered from the point of view of a source of radiation, i.e. a point reflector and the measured wavefront as shown in the simulated data of Figure 7.27.

A relatively straightforward geometric approach can be used in the two-dimensional case of a material with known constant velocity. If the measured time to the point reflector is \( t \), then the distance to the point reflector is given by \( z = \frac{vt}{2} \). At any position along the \( x \)-axis the distance \( z \) is also given by

\[
    z_i = \sqrt{(x_i - x_0)^2 + z_0^2}
\]

(7.51)

This equation shows that the measured wavefront appears as a hyperbolic image or a curve of maximum convexity. The geometric migration technique simply moves or migrates a segment of an A-scan time sample to the apex of a curve of maximum

Figure 7.27  Migration of a waveform from a point source
convexity. The hyperbolic curve needs to be well separated from other features and a good signal to noise ratio is needed.

An alternative method is known as the maximum convexity migration and is computationally intensive but straightforward in concept. The method assumes a semi-hyperbolic maximum convexity function and sums the value of each separate A-scan at the point at which it intersects the semi-hyperbolic focus over the ensemble data set. All in-phase energy adds in phase, whereas noncoherent energy is usually out of phase and tends to zero. The method assumes a constant velocity and must, of course, be adjusted as a function of depth. It also requires that each and every possible point is examined. Care must also be taken over the window after which the summation is carried out. The process is shown diagrammatically in Figure 7.28.

The alternative process to maximum convexity migration is wavefront migration. In this process every section of the individual A-scans comprising a B-scan is mapped to a migrated B-scan. The mapping function is, in the constant velocity case, a semicircle of radius equal to the depth of the section. This process is repeated for each section of the individual A-scan and for all A-scans, and the resultant output is the superposition of all the migrated sections. The process is shown in Figure 7.29 and it can be seen that wavelets from neighbouring A-scans add constructively to produce a focused reflection point.

The methods described in the previous paragraphs illustrate the general principle of migration but are relatively unsophisticated methods, which are limited to the constant velocity situation and assume a point source reflector.

Alternative and more comprehensive techniques use wave equation methods. Berkhourt [32] showed that wave field extrapolation techniques are based on three
methods: the Kirchhoff summation approach, the plane wave method (F-K method)
and the finite difference method.

Although the methods described by Berkhout are founded in acoustic propagation theory, which is based on a scalar wave equation, they are still relevant to
surface-penetrating radar data even though the latter are derived from electromagnetic soundings. The general process of imaging of such data consists of two operations. The first consists of a wave field extrapolation whereby, using a scalar wave equation, the recorded data are transformed into a new data series which represents simulated recordings at new positions of the measurement plane. The second operation of imaging generates the data around the zero time travel position of the simulated recording related to planes within the B-scan or C-scan.

The wave field at the ground or material surface is given by \((x, 0, t)\), and the A-scan observed at the surface is given by \((x, z, t)\). Note that time is considered as positive and the value \((x, 0, t)\) represents all time information along the line \(x\).

The wave field at the reflector is given by \((x, z, 0)\), as shown in Figure 7.30.

The procedure for evaluating the reflector surface is given by Robinson and Treitel [6] using the Fourier transform approach as frequency-wave-number domain migration. The method is carried out in three stages, the first being given by

\[
F(k_x, \omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \nu(x, 0, t) \exp(-t(\omega t + k_x x)) \, dx \, dt
\]  

(7.52)

where \(k_x = \) horizontal wavenumber, \(k_z = \) vertical wavenumber, \(\omega = \) angular frequency and \(c = \) propagation velocity of the medium.
From this a two-dimensional Fourier transform is determined by

$$A(k_x, k_z) = F \left[ k_x c k_z \left(1 + (k_x/k_z)^2\right)\right] \frac{c}{\sqrt{(1 + (k_x/k_z)^2)}}$$  \hspace{1cm} (7.53)

The reflector can then be derived as the inverse transform of $A(k_x, k_z)$, where

$$v(x, z, 0) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(k_x, k_z) \exp(j (k_x x + k_y z)) dk_x dk_z$$  \hspace{1cm} (7.54)

The frequency wave number approach described above was first developed by Stolt and then used by Hogan [34] to migrate ground penetration radar data. However, Fisher and McMechan [35] comment that the method is difficult to implement efficiently when the propagation velocity varies. Fisher compared the Kirchhoff diffraction method with the reverse-time migration approach, which has the advantage of taking into account arbitrary velocity variations.

This is particularly important as, when migration velocities are chosen that are lower than the correct velocity, diffraction ‘tails’ will extend downwards from the reflector location. When the migration velocity is too high the tails will extend upwards from the reflector location.
The scalar wave equation is given by Mitchell [36]:

\[
\frac{\partial^2 U}{\partial x^2} + \frac{\partial^2 U}{\partial z^2} = \frac{1}{v(x, z)} \frac{\partial^2 U}{\partial t^2}
\]  

(7.55)

where \(U\) is the scalar wave field and \(v(x, z)\) is the local propagation velocity.

The wave equation can be solved via an explicit second order central finite difference method.

These methods have been developed by Claerbout [37] and McMechan [38], and an example of reverse time migration is shown in Figure 7.31.

Computer programs to carry out migration are reported in the literature, and Siggins [39] includes an example of a convolution method written in ‘C’. Further examples of migration techniques applied to GPR data are given by Anxue et al. [40], Plumb and Leuschen [41], Leuschen and Plumb [42], and Xu et al. [43].
7.5.1 Migration technique based on deconvolution
Dr Bart Scheers, Marc Acheroy (ELTE Department, Royal Military Academy) and André Vander Vorst (Hyperfréquences UCL, Belgium)

7.5.1.1 Introduction: Reflections on a point scatterer located below the surface appear, due to the beamwidth of the transmitting and the receiving antenna, as hyperbolic structures in an image. This can be easily verified, using the geometry shown in Figure 7.32a. Suppose a homogeneous half-space with a propagation velocity of \( v \) and the transmitting and receiving antennas close to each other, so that they can be considered as one antenna (monostatic case). The co-ordinate system is represented on Figure 7.32a. A point scatterer at a position \((0, z_0)\) in the half-space will be located by the antenna pair, situated in \((x, 0)\) at a distance \(\sqrt{x^2 + z_0^2}\). So, in the recorded data \(b(x, t)\), represented in Figure 7.32b, the reflection on the point scatterer appears in each position after a time

\[
t = 2\sqrt{x^2 + z_0^2}/v
\]

Equation (7.54) represents a hyperbola with a vertical axis and an apex in \((0, 2z_0/v)\). The shape of the hyperbola is a function of the antenna configuration (monostatic, bi-static), the depth of the point scatterer \(z_0\) and the propagation velocity profile in the ground. The hyperbolic defocusing of an object can be corrected for in the data processing, which is called migration or SAR processing.

The aim of migration techniques is to focus target reflections in the recorded data back into their true position and physical shape. In this respect, migration can be seen as a form of spatial deconvolution that increases spatial resolution.

The first migration methods were geometric approaches. After the introduction of the computer, more complex techniques, based on the scalar wave equation, were
introduced. These methods involve back-propagation or inverse extrapolation to remove the effects of wave field propagation. A good overview of migration techniques is given in references [32, 44]. Most of the migration methods found their origin in the field of seismic, and were later on also applied on radar images. Almost none of these methods, however, include system aspects of the radar like the waveform of the excitation source, the impulse response of the antennas, the antenna pattern, etc. Furthermore, most of the migration methods consider the ground as being loss-less and without dispersion. It can be expected that a migration technique that takes into account the characteristics of the radar system and possibly the characteristics of the ground would perform better. In this Chapter a novel migration method is presented that takes into account the system and ground characteristics.

7.5.1.2 Time-domain model of the GPR: A key element in the migration method is the point-spread function of the GPR, i.e. a synthetic C-scan of a small isotropic point scatterer buried in the ground at a certain depth. This point spread function can be obtained by forward modelling. In this Chapter a time-domain model of the GPR system is used for the forward modelling. The time-domain model is obtained by considering the total system ‘GPR-ground-target’ as a cascade of linear responses, resulting in a time-domain GPR range equation. The time-domain GPR range equation allows us to calculate the received voltage $V_{\text{rec}}(t)$ at the output of the receiving antenna in terms of excitation voltage $V_S(t)$, radar characteristics and target. Figure 7.33 shows a schematic representation of the different parts in this cascade, e.g. the pulse generator, the antennas modelled by their normalised impulse response [45, 46], the $1/R$ spreading losses, the transmission coefficients on the air-ground interface, the propagation through the ground and the scattering on the target in the ground.

Mathematically the time domain GPR range equation is expressed as [47]

$$V_{\text{rec}}(t) = \frac{\mathcal{T}_{a-g} \mathcal{T}_{g-a}}{8\pi^2 R_i R_c} g_d(t) \otimes h_{N,Tx}(\tilde{a}_i, t) \otimes \Lambda_{1,1}(\tilde{a}_i, \tilde{a}_s, t)$$

$$\otimes h_{N,Rx}(-\tilde{a}_s, t) \otimes \frac{dV_S(t)}{dt}$$

(7.57)

where:

$V_S(t)$ is the excitation voltage applied at the transmitting antenna

$\tilde{a}_i$ is the direction of radiation of the transmitting antenna towards the target

$\tilde{a}_s$ is the direction of the scattered field from the target towards the receiving antenna

$h_{N,Tx}(\tilde{a}_i, t)$ is the normalised IR of the transmitting antenna in the direction $\tilde{a}_i$

$h_{N,Rx}(-\tilde{a}_s, t)$ is the normalised IR of the transmitting antenna in the direction $-\tilde{a}_s$

$g_d(t)$ is the impulse response representing the two-way path length loss and the dispersion in the ground

$\Lambda_{1,1}(\tilde{a}_i, \tilde{a}_s, t)$ is the IR of the target (the time equivalent of the square root of the target radar cross-section)
$R_t$ is the total path length from the transmitting antenna to the target

$R_r$ is the total path length from the receiving antenna to the target

$T_{a-g}$ is the transmission coefficient at the air-ground interface (air to ground)

$T_{g-a}$ is the transmission coefficient at the air-ground interface (ground to air).

In the next two sub-Sections the impulse responses of the antennas and the ground will be explained in more detail.

7.5.1.3 Normalised impulse response of the antennas: A common way of describing antennas in the time domain is by means of their impulse response. Different types of impulse response (IR) can be defined. We opted for the normalised impulse response (normalised IR), i.e. an impulse response integrating all frequency dependent antenna characteristics [45, 46]. In this way, the time domain antenna equations, expressed in terms of the normalised IR, become very simple and accurate to use. No assumptions about frequency dependent terms have to be made. For two identical antennas, $h_{N,Tx} = h_{N,Rx}$. The normalised IR on boresight is easy to measure, using two identical antennas and a vector network analyser [45]. Figure 7.34 shows the normalised IR on boresight of a TEM horn antenna, designed for a laboratory UWB GPR [47].
7.5.1.4 Impulse response of the ground: The best way to introduce the propagation losses in the ground is to represent the ground as a lowpass filter. The transfer function of this filter, representing a propagation of $d$ metres in the ground, is given by

$$ H_d(\omega) = e^{-(\alpha + j\beta)d}, $$

where $\alpha$ is the attenuation constant [Np/m] of the medium and $\beta$ the phase constant [rad/m]. Both constants are a function of frequency, the real part of the permittivity $\varepsilon'$ and the loss tangent $\tan \delta$. For a given soil, i.e. texture, density and moisture content, and for a given two-way path length $d$ in the ground, the impulse response $g_d(t)$ of the soil, representing the propagation losses, is then calculated as [47]

$$ g_d(t) = \frac{d\sqrt{\mu\varepsilon'}(\tan \delta)/2}{\pi \left[ (t - d\sqrt{\mu\varepsilon'})^2 + (d\sqrt{\mu\varepsilon'}\tan \delta/2)^2 \right]} \quad (7.58) $$

7.5.1.5 Development of the migration method: The migration method is based on the deconvolution of the recorded data with the point-spread function of the GPR system, calculated using the time-domain model as presented in the previous Section. This deconvolution only makes sense if the acquisition process by the GPR is a convolution between the structures present in the sub-surface and the point-spread function of the system. The latter is true under certain assumptions. Suppose a co-ordinate system as represented in Figure 7.35. The antenna configuration is a bistatic configuration and there are only variations in propagation velocity in the downward direction. The 3D data $b(x, y, z = 0, t)$ are recorded on a regular grid by moving the antennas in the $xy$-plane at $z = 0$.

Assume, initially, that there is only one small isotropic point scatterer present in the sub-surface, located at $\vec{r}_o = (x_o, y_o, z_o)$ and characterised by an impulse response $A_o(t_o)$, independent of the incident direction. Note that, in the most general case, the IR of the localised isotropic point scatterer does not necessarily have to be a Dirac impulse as a function of time. For the antennas at any position $\vec{r}_a = (x_a, y_a, z = 0)$,
the received voltage, representing an A-scan, can be written according to (7.57) as

$$ b(\vec{r}_a, t) = \frac{T_{a-g} T_{g-a}}{8 \pi^2 R_t R_r c} g_d(t) \otimes h_{N, TX}(\vec{a}_i, t) \otimes \Lambda_o(t) $$

$$ \otimes h_{N, RX}(-\vec{a}_s, t) \otimes \frac{dV_s(t - t_d)}{dt} $$ (7.59)

where \( t_d \) represents the exact two-way travelling time between the antennas and the point target, taking into account the different propagation velocities in the media.

By grouping all the factors, except for the IR of the point target, in one factor \( w(\vec{r}_a, \vec{r}_o, t) \), (7.59) becomes

$$ b(\vec{r}_a, t) = w(\vec{r}_a, \vec{r}_o, t) \otimes_t \Lambda_o(t) $$ (7.60)

The symbol \( \otimes_t \) is introduced to clearly indicate that the convolution in (7.60) is a convolution in time. For a given configuration, all the factors in (7.59) are known, and hence \( w(\vec{r}_a, \vec{r}_o, t) \) can be easily calculated. Furthermore, for the antennas at \( z = 0 \) and the point scatterer at a fixed depth \( z = z_o \), the response \( w(\vec{r}_a, \vec{r}_o, t) \) is a function of \( \vec{r}_o \) and \( \vec{r}_a \) only by their difference, and (7.60) can be written as

$$ b(\vec{r}_a, t) = w(\vec{r}_a - \vec{r}_o, t) \otimes_t \Lambda(\vec{r}_o, t) $$ (7.61)

If an object can be modelled by a set of independent small isotropic point scatterers, all at approximately the same depth \( z = z_o \), the output voltage \( b(\vec{r}_a, t) \) will be a combination of the contribution of each individual point scatterer, which is clearly a convolution in space if we assume that the operation is linear:

$$ b(x_a, y_a, t) = \int \int x \int y w(x_a - x, y_a - y, z_o, t - \tau) \Lambda_{zo}(x, y, \tau) \, dx \, dy \, d\tau $$(7.62)
Equation (7.62) represents a space–time convolution along the co-ordinates x, y and t, and can be written as

\[ b(x, y, t) = w(x, y, z_0, t) \otimes_{x,y,t} \Lambda_{z_0}(x, y, t) \]  

(7.63)

where \( \Lambda_{z_0}(x, y, t) \) is a 3D matrix, called the scattering matrix [32], and contains the responses associated with the distributed point scatterers at approximately a depth \( z_0 \). The symbol \( \otimes_{x,y,t} \) denotes a space–time convolution along the co-ordinates x, y and t. The 3D matrix \( w(x, y, z_0, t) \) represents the point spread function of the GPR system for a depth \( z_0 \). In practice the point spread function \( w(x, y, z_0, t) \) is calculated by using (7.59) for different antenna positions \( \bar{r}_a \) on a regular grid in the xy-plane at \( z = 0 \) and a small fictive point scatterer with IR \( \delta(t) \), at a depth \( z_0 \). In other words it can be seen as a synthetic C-scan of a small fictive isotropic point scatterer.

Figure 7.36 shows the 3D point spread function of the system at a depth of 6 cm below the air–ground interface (with the antennas 25 cm above the ground). In the point spread function, as it is obtained by forward modelling, all the information on the system, like the waveform of the excitation source, the IR of the antennas, the antenna pattern, the attenuation and dispersion in the ground etc. is included.

Although the point spread function \( w(x, y, z_0, t) \) is space variant (function of \( z_0 \)), its shape will not change very much with depth. In practice, the point spread function for a given depth can be used for a broad depth range. As a consequence, the space–time convolution can be considered as space (depth) invariant and the migrated 3D image, denoted \( \hat{A}(x, y, t) \) can be calculated in one step by

\[ \hat{A}(x, y, t) = b(x, y, t) \otimes_{x,y,t} w(x, y, z_0, t)^{-1} \]  

(7.64)

where \( \hat{A}(x, y, t) \) denotes the spatial image of \( \Lambda_{z_0}(x, y, t) \), i.e. the migrated image, \( b(x, y, t) \) is the recorded C-scan that is to be migrated, and \( w(x, y, z_0, t) \) is the point spread function for a fixed depth \( z = z_0 \).

7.5.1.6 Implementation of the migration method: From the mathematical point of view, solving (7.64) can cause some problems. Because of the bandlimited nature of the system and the effects of noise, (7.64) is a classical ill-posed problem. A fast
and computationally nonintensive mathematical solution for the deconvolution is to perform it in the frequency–wavenumber domain, by means of a Wiener filter [48]. A Wiener filter is an optimal filter that minimises the variance of the error between the restored image and the original image before degradation, under the assumption of a signal-independent noise, a linear degradation and stationarity of the images.

Let \( B(k_x, k_y, \omega) \) be the 3D Fourier transform of the recorded data \( b(x, y, t) \) with respect to the \( x, y \) and the \( t \) co-ordinates:

\[
B(k_x, k_y, \omega) = \iiint b(x, y, t) e^{i k_x x + i k_y y - i \omega t} \, dx \, dy \, d\omega
\]  

(7.65)

Taking the Wiener filter approach, the restored image in the frequency–wavenumber domain is given by

\[
\hat{\Lambda}(k_x, k_y, \omega) = \frac{B(k_x, k_y, \omega) W^*(k_x, k_y, \omega)}{W(k_x, k_y, \omega) W^*(k_x, k_y, \omega) + P_n(k_x, k_y, \omega)}
\]

(7.66)

where \( W(k_x, k_y, \omega) \) is the 3D Fourier transformation of the calculated point spread function, \( W^*(k_x, k_y, \omega) \) its complex conjugate, \( P_n(k_x, k_y, \omega) \) the spectral density of the noise in the image, and \( P_\Lambda(k_x, k_y, \omega) \) the spectral density of the original image.

The main problem with the Wiener filter is that it can be difficult to get a good estimation of the spectral density of the noise and the spectral density of the image before degradation, which is a priori not known. A classical solution is to replace the ratio of the two power spectral densities by a constant parameter \( \mu \), also called the water level parameter. It will prevent (7.66) becoming too large for very small values of \( W(k_x, k_y, \omega) \).

Finally, the migrated image is given by the inverse 3D Fourier transform of \( \hat{\Lambda}_{zo}(k_x, k_y, \omega) \):

\[
\hat{\Lambda}(x, y, t) = \frac{1}{2\pi} \iiint \hat{\Lambda}(k_x, k_y, \omega) e^{-i(k_x x + k_y y - \omega t)} \, dk_x \, dk_y \, d\omega
\]

(7.67)

The migration scheme is resumed in the following steps. The point spread function is calculated for a given soil type and burial depth. The burial depth is chosen to be the most likely depth for an object. The calculation of the point spread function only has to be done once. The 3D Fourier transform of the recorded data is calculated by (7.65). The data are filtered by the Wiener filter as in (7.66). The inverse 3D Fourier transform of the filtered data is calculated, represented in (7.67), resulting in the migrated image.

As already mentioned, this migration scheme is very simple and not computationally intensive. Suppose a 3D raw image of \( 32 \times 32 \times 256 \) points representing an area of 64 cm by 64 cm with a step of 2 cm in both lateral directions. The 3D Fourier transformation, the filtering and the inverse transformation of this dataset only takes 76 MFLOPS, which means that it can easily be implemented in real time.

7.5.1.7 Results of the migration method: The migration by deconvolution is applied on data taken by a laboratory UWB GPR [47], with the antennas mounted on the
The aim of migration is to focus reflections on objects back into the true physical shape of the object but also into its true position. To illustrate the latter, we show in Figure 7.38a the raw B-scan on an oblique mine. The mine was buried under an angle of about 30° in dry sand, with the highest point of the mine at a depth of 5 cm. In the raw B-scan at the left, the strongest reflections on the mine are found in the lower right corner of the image, whereas in reality the mine is situated in the middle of the image, indicated by the rectangular box in the image. The explanation for this shift is simple. When the antennas are right above the oblique mine, the mine
will have a strong reflection in a direction away from the receiving antenna. For the antennas in the direction perpendicular to the flat top of the mine, the reflections on the mine towards the receiving antenna will be stronger than when the antennas are right above the oblique mine, leading to a displacement of the target in the raw data. After migration by deconvolution, however, the target is found in its true position, as shown in Figure 7.38b. The migrated image not only shows the object in its true position, but also clearly shows that the object is oblique. Other migration methods, like Kirchhoff migration [32] and F-K migration [32] were also applied on the same data, but with poorer results than with the migration by deconvolution method. Figure 7.38c shows the result after Kirchhoff migration. The migrated image is better than the raw one, but the Kirchhoff migration is not able to bring the target completely back in to its actual position.

The previous results are obtained on data that are acquired in the laboratory, where all conditions are well controlled and where the air–ground interface is flat. In reality this is not the case. Ground characteristics like permittivity and attenuation are often not known and have to be estimated. The air–ground interface can be very rough and can introduce additional clutter, which eventually might interfere with the reflections on the target. Furthermore, the ground is not always homogeneous and it can be expected that the UWB GPR, which yields a high resolution, is sensible to these inhomogeneities. The data represented in Figure 7.39 are acquired over an area of
50 cm by 50 cm in steps of 2 cm (which is still small enough to avoid aliasing in the x- and y-directions). Figure 7.39 shows a 2D representation of a B-scan and a C-scan of a PMN mine, buried in gravel at a depth of 5 cm, before and after migration. In the images of the raw data, there is a lot of clutter present and the shape of the mine is not clear. After migration, most of the clutter has disappeared and the circular shape and dimensions of the mine become correct.

7.5.1.8 Summary: The raw 3D images recorded by a GPR are often difficult to interpret for an operator. Owing to the beamwidth of the antennas, a target in the ground is already seen by the GPR system even when it is not exactly under the antennas. As a consequence, the recorded data will be unfocused. Focusing techniques to reduce the influence of the beamwidth of the antennas are called migration techniques. Most of the existing migration techniques, however, do not take into account the characteristics of the acquisition system and the ground characteristics. We therefore proposed a migration technique, called migration by deconvolution. The novelty of the algorithm is that it uses the time domain model of the GPR and hence does take into account the system and ground characteristics. The migration method is simple and fast. We calculate by forward modelling a synthetic point spread function of the UWB GPR. This point spread function is then used to be deconvolved from
the recorded data. The method is evaluated on data coming from a UWB GPR. The results of the migration method are found to be very good and in any case better than conventional migration methods like Kirchhoff or F-K migration. After migration of the data, the UWB GPR gives enough resolution in the lateral directions to give an idea of the shape and, in favourable circumstances, of the dimensions of the buried object. The migration method is also able to focus reflection on oblique objects back into their true position and considerably reduces the clutter in a GPR image.

7.5.2 Synthetic aperture processing

Much work has been reported on SAR techniques and Stickley et al. [49], Kagalenko and Weedon [50], Milisavljevic and Yarovoy [51], and Brandstadt et al. [52] have applied SAR techniques to GPR processing. As the antenna of a surface-penetrating radar moves, the process can be considered analogous to the antenna of a synthetic aperture radar (SAR). However, the attenuation of the earth material limits the improvement that can be obtained by effectively windowing the synthetic aperture. Synthetic aperture processing requires measurements to be made at a number of antenna positions (i.e. a B-scan) and then combined to simulate a narrow beam. The improvement that can be gained is related to the length of the synthetic aperture.

In general the resolution in either the x- or y-direction of an antenna used in an SAR is given by

$$\delta_x = 2Z\theta_x \quad \text{or} \quad \delta_y = 2Z\theta_y$$

(7.68)

where Z is the depth of the target and $\theta$ is the beamwidth.

As most surface-penetrating radar antennas are dielectrically loaded dipoles, the beamwidth is in the order of $\pi/2$, and hence the resolution is poor. If the equivalent antenna phase front is considered to be a plane wave and is uncorrected, the SAR is termed unfocused and the effective aperture is given by Skolnik [53] as $R\theta$, and hence the resolution is given by

$$\delta_y = \sqrt{\frac{\lambda}{2}}$$

(7.69)

As most surface-penetrating radar antennas are not used in plane wave conditions and are most likely to be operated in the near field and Fresnel regions, it is necessary to provide an amplitude and time delay correction for each range.

In the Fresnel region the resolution in free space would be given by

$$\delta_x = \frac{z}{2}$$

(7.70)

However, the effect of attenuation is to reduce the resolution and, assuming an inverse fourth power relationship of received power with depth, Daniels et al. [4] give

$$\delta_x = 4z\sqrt{\frac{\ln 2}{2 + \alpha z}}$$

(7.71)

where $\alpha$ is the attenuation constant in dB/m.
It can be concluded therefore that horizontal resolution improves as the material attenuation increases, whereas the resolution of a synthetic aperture would degrade under conditions of increasing attenuation.

In most situations the target is close, at least in terms of average wavelength, to the measurement plane and thus some of the methods described in the previous Section become more relevant. Holographic synthetic aperture imaging methods have been developed for the single frequency case by Junkin and Anderson [54] and for the multi-frequency case by Osumi and Ueno [55].

The field strength at any point on the record surface can be derived from Fresnel–Kirchhoff diffraction theory for a spherical wave in lossy dielectric, and is given by [55]

\[ v(x_0, t) = \frac{1}{2\pi v} \int \int p(x) \frac{z(l_t + l_r)}{l_t l_r} \exp(-\alpha(l_t + l_r)) U' \left( t - \frac{l_t + l_r}{v} \right) dx \, dy \]

(7.72)

where \( v \) is the propagation velocity, \( \alpha \) is the attenuation constant, \( l_t \) is the transmit path distance, \( l_r \) is the receive path distance and \( U' \) is the time derivative of the input pulse waveform \( u(t) \).

The image reconstruction implies the estimation of reflectance \( p(x) \) from the transmitted signal and a set of recorded returns. The holographic process correlates the set of recorded returns and test functions and gives an image function

\[ b(x) = \int \int \int_{-\infty}^{\infty} U(x_0, t) h(x - x_0, t) \, dr \, dx_0 \, dy_0 \]

(7.73)

The key to the imaging process is the optimisation of the test function, and the various references deal with this process in greater detail.

SAR methods have been applied to single frequency, impulse and FMCW radars, and Yamaguchi et al. [56] describe the process of determination of the object reflection distribution function. In the case of an FMCW radar a B-scan data set is recorded.

Figure 7.40  Holographic image focused to the object plane (Junkin)
The process of producing the target distribution comprises Fourier transforming each A-scan and multiplying this by the Fourier transform of the inverse propagation function. The product is then inverse transformed. A typical holographic SAR image is shown in Figure 7.40.

### 7.6 Image processing

An alternative method of B-scan processing is based on image processing techniques. Here it is assumed that the basic level processing has been carried out and the C-scan is presented either as a greyscale or colour coded image as shown in Figure 7.41. As radar data are bipolar in contrast to data derived from optical sensors, it is normal to encode the amplitude of the radar data in a defined manner. Hence, the amplitude scaling for greyscale would assign most negative values to black and most positive to white. Colour coding is more complex and it is found preferable to limit the range of the colour palette as the eye is more sensitive to intensity within a particular colour range rather than a wide range of colours, which can be found confusing.

The general method of image processing is well established. Normally a two-dimensional mask filter, whose coefficients are set to those of the image of the target (for which analysis is required) is convolved with the data. Alternatively, a three-dimensional data set is recorded for subsequent processing and two-dimensional data images in any orthogonal plane produced. Image processing techniques involve filtering operations which require fast execution of two-dimensional convolution algorithms. These can be divided into four categories:

1. **lowpass**
2. **highpass**
3. **edge detection**
4. **template matching**.

![Figure 7.41](image-url) **Example C-scans using buried AT and AP mines**
All four types are commonly implemented by convolving the input data with a two-dimensional array of filter coefficients called the kernel. Each type performs a different function in the image enhancement-restoration process and multiple types can be used to improve the image visibility. The most common convolution kernels are $3 \times 3$ and $5 \times 5$, and sets of commonly used kernels are listed below.

(a) 3 by 3 Highpass  
Highpass filter (divisor = 1)  
\[
\begin{array}{ccc}
-1 & -1 & -1 \\
-1 & 9 & -1 \\
-1 & -1 & -1 \\
\end{array}
\]

(b) 3 by 3 Lowpass  
Lowpass filter (divisor = 9)  
\[
\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{array}
\]

(c) 3 by 3 Laplacian  
Laplacian filter (divisor = 1)  
\[
\begin{array}{ccc}
-1 & -1 & -1 \\
-1 & 8 & -1 \\
-1 & -1 & -1 \\
\end{array}
\]

(d) 3 by 3 Horizontal line enhancement  
Horizontal line enhancement (divisor = 1)  
\[
\begin{array}{ccc}
-1 & -1 & -1 \\
2 & 2 & 2 \\
-1 & -1 & -1 \\
\end{array}
\]

Lowpass filtering smoothes an image so that large objects are transformed into homogeneous zones and small objects are reduced in intensity and/or merged into the larger regions. In the process, edges are reduced in intensity so that the details of an object are lost and objects in close proximity to each other are combined.

Highpass filtering performs the opposite function. Here, fine details that might be missed in the original image are increased in intensity. Note that the same mathematical operation as that for the lowpass filter is performed here; only the coefficients in the kernel have been changed.

Edge detection (or extraction) amplifies abrupt changes in intensity of an image and removes all other information. The three basic kinds of edge detection are the Laplacian, the Prewitt and the Sobel operators. The Sobel and Prewitt operators have the advantage of providing edge direction information. However, they require two or more passes, one for each edge direction. On the other hand, the Laplacian operator is isotropic, that is, it extracts the image edges from all directions. Edge detectors provide the same type of information as highpass filters (that is, they amplify details in an image) but are more amenable to post filtering; small changes in intensity can
be eliminated from further processing by comparing the output of the edge detector to a threshold value and discarding pixel values below the threshold.

Template matching, or matched filtering, convolves the image with a kernel that contains a pattern to be detected in the data. Template matching is also often used in texture and pattern recognition to determine which parts of an image are most likely to contain targets. In processing radar data, several important factors must be considered. Firstly, unlike image data, radar data are bipolar, and hence an initial operation to convert radar data to unipolar data is necessary. This can be achieved by either converting radar data to absolute data or thresholding at zero to give positive going or negative going data only. Second, the radar image does not correspond to geometric patterns and it will be necessary to identify suitable kernel coefficients which are appropriate to the radar image pattern rather than a geometrical model.

Examples of processing of the images in Figure 7.41 are shown in Figure 7.42. The processing in Figure 7.42 is based on a Melem transform (b) of the basic data (a) followed by a Canny edge detector (c). It successfully identifies the five mines, two AT mines (upper right and lower left) and three AP mines (upper left, central and lower right). Image processing techniques have been applied to GPR data by Wu and Liu [57], Polat and Meincke [58], Dourthe and Pichot [59], Williams et al. [60], Xu and Miller [61], Kleinmann et al. [62], Homer et al. [63], Walker and Bell [64], van den Berg et al. [65], and Morrow and van Genderen [66].

Further development of radar image processing by means of the Hough transform is reported by Kaneko [67]. Essentially the Hough transform transforms a line in image space to a point in polar co-ordinate space. A straight line may be described by the equation

$$\rho = x \cos \theta + y \sin \theta$$

and the Hough transform becomes a point in \((\theta, \rho)\) space.
A hyperbolic reflection transforms to a set of lines as shown in Figure 7.43.

The method proposed by Kaneko [67] extracts lines and curves, such as the hyperbolic reflection generated by a pipe, or pipes, from the radar image by means of a two-stage process. The first Hough transform uses the first derivative of edge contours to provide an initial fast estimate of the wanted target. The second part of the process uses a second derivative of the edge contours to improve the accuracy of the Hough transform.

7.7 Deconvolution techniques

Dr Timofei Savelyev, Luc Van Kempen and Professor Hichem Sahli

7.7.1 Linear and circular deconvolution

There are two types of convolution, namely linear and circular convolution. Linear convolution is introduced for the nonperiodic signals; circular convolution is used in the case of periodicity [68]. Assume an original signal vector \( \mathbf{x} \) with \( N \) elements and a finite impulse response (FIR) filter of order \( M - 1 \) which has an impulse response \( \mathbf{h} \) of length \( M \). As for an infinite-impulse response filter, its impulse response is always appropriately truncated in digital signal processing. Then the output of the filter equals convolution of \( \mathbf{x} \) and \( \mathbf{h} \), resulting in a vector \( \mathbf{y} \) of length \( N + M - 1 \):

\[
\mathbf{y} = \mathbf{h} \otimes \mathbf{x}
\]  

\[
y(t) = \int_{-\infty}^{+\infty} x(\tau) h(t - \tau) \, d\tau = \int_{0}^{t} x(\tau) h(t - \tau) \, d\tau
\]  

\[
y[m] = \sum_{n=0}^{m} x[n] h[m - n]
\]
This is a typical case of linear convolution. It can be rewritten in a matrix form as

\[
\begin{bmatrix}
  h(1) & h(1-1) & h(1-2) & \ldots & h(1-(N-1)) \\
  h(2) & h(2-1) & h(2-2) & \ldots & h(2-(N-1)) \\
  h(3) & h(3-1) & h(3-2) & \ldots & h(3-(N-1)) \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  h(M) & h(M-1) & h(M-2) & \ldots & h(M-(N-1)) \\
  h(M+N-1) & h(M+N-2) & h(M+N-3) & \ldots & h(M+N-1-(N-1)) \\
\end{bmatrix}
\begin{bmatrix}
  x(1) \\
  x(2) \\
  x(3) \\
  \vdots \\
  x(N) \\
\end{bmatrix} =
\begin{bmatrix}
  y(1) \\
  y(2) \\
  y(3) \\
  \vdots \\
  y(N) \\
\end{bmatrix}
\] (7.80)

Due to the principle of causality and to the finiteness of the impulse response,

\[ h(k) = 0 \quad \text{for } k < 1 \quad \text{and } k > M + N - 1 \] (7.79)

\[
\begin{bmatrix}
  h(1) & 0 & 0 & \ldots & 0 \\
  h(2) & h(1) & 0 & \ldots & 0 \\
  h(3) & h(2) & h(1) & \ldots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  h(M) & h(M-1) & h(M-2) & \ldots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & 0 & h(M) & h(M-1) \\
  0 & 0 & 0 & 0 & h(M) \\
\end{bmatrix}
\begin{bmatrix}
  x(1) \\
  x(2) \\
  x(3) \\
  \vdots \\
  x(N) \\
\end{bmatrix} =
\begin{bmatrix}
  y(1) \\
  y(2) \\
  y(3) \\
  \vdots \\
  y(N) \\
\end{bmatrix}
\] (7.80)

where \( \mathbf{H} \) is a band Toeplitz matrix with dimensions \( N + M - 1 \times N \).

In the case of periodicity of an input signal and impulse response with period \( L \), their convolution is said to be circular and can be expressed by the formulas (7.81) and (7.82) [68]:

\[
y_p[m] = \sum_{n=0}^{L-1} x_p[n] h_p[m - n] \] (7.81)

\[
Y_p[k] = X_p[k] \cdot H_p[k] \] (7.82)

in time and frequency domains correspondingly.

To apply the fast Fourier transform (FFT) and (7.82) the linear convolution can be extended to the circular one by the padding with zeros of vectors \( \mathbf{x} \) and \( \mathbf{h} \) up to the length of \( L = N + M - 1 \). Then vectors \( \mathbf{x} \), \( \mathbf{h} \) and \( \mathbf{y} \) represent one period. In the time domain this convolution is given by

\[
\begin{bmatrix}
  h(1) & 0 & 0 & \ldots & 0 \\
  h(2) & h(1) & 0 & \ldots & 0 \\
  h(3) & h(2) & h(1) & \ldots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  h(L) & h(L-1) & h(L-2) & \ldots & h(1) \\
\end{bmatrix}
\begin{bmatrix}
  x(1) \\
  x(2) \\
  x(3) \\
  \vdots \\
  x(L) \\
\end{bmatrix} =
\begin{bmatrix}
  y(1) \\
  y(2) \\
  y(3) \\
  \vdots \\
  y(L) \\
\end{bmatrix}
\] (7.83)

The convolution matrix \( \mathbf{H} \) is a lower-triangular \( L \times L \) Toeplitz matrix here.
Linear and circular deconvolution can be introduced with respect to linear and circular convolution correspondingly. Then circular deconvolution could be given by

\[ x = H^{-1}y \] (7.84)

This solution is acceptable for the exact data. If we have a noisy realisation \( y^\delta \) (\( \delta \) stands here for the indication of noise presence), the deconvolution should be computed as a solution of the **normal equation**

\[ H^THx = H^Ty^\delta \] (7.85)

\[ \hat{x} = (H^TH)^{-1}H^Ty^\delta \] (7.86)

This solution minimises \( \|y^\delta - H\hat{x}\|^2 \) (here and further we use the 2-norm) and is well known as the **least-squares solution** or the **normal solution**. In this case it is a best-approximate solution.

If we have the exact data but the convolution matrix is singular, a best-approximate solution is the **normal pseudosolution**

\[ \hat{x} = H^\#y \] (7.87)

where \( \# \) stands for the Moore–Penrose generalised inverse or the pseudo-inverse.

The normal pseudo-solution holds for a rectangular convolution matrix, i.e. for linear deconvolution. In practice, circular deconvolution is more attractive for the following reasons. The length of the signal vector does not change after deconvolution, and this is important because the exact duration of a signal is not known a priori in many cases.

The convolution matrix is a lower-triangular Toeplitz matrix, which introduces better possibilities for its inversion. Deconvolution can be done in the frequency domain via an FFT, and the GPR signals have a periodic structure.

### 7.7.2 Deconvolution in UWB GPR processing as an ill-posed inverse problem

The GPR impulse response includes the impulse responses of transmitter, receiver, transmitting and receiving antennas. It represents an impulse with a few lobes (Figure 7.44). The first element of the system impulse response is either equal or close to zero. It means that the lower-triangular matrix \( H \) has zeros or almost zeros on its main diagonal and, therefore, \( H \) is either singular or close to singularity. It is a badly conditioned matrix.

A problem is said to be ill posed if at least one of the following properties does not hold, according to Hadamard’s definition of well posedness [69]:

1. For all admissible data, a solution exists.
2. For all admissible data, the solution is unique.
3. The solution depends continuously on the data (can be computed in a stable way).

In this case none of those properties are met. Singularity of the convolution matrix results in absence of an exact solution (7.84). In practice the measurements
of \(y\) and \(h\) are noisy while the inversion of the badly conditioned convolution matrix is an \textit{unstable} operation dependent on any perturbation of the data. Therefore the solutions of (7.86) and (7.87) cannot be unique and do not depend continuously on the noisy data. Hence the deconvolution problem in UWB processing is an ill posed inverse problem.

7.7.3 \textit{Regularisation methods and deconvolution algorithms}

To solve an ill posed problem the regularisation methods were developed. The main idea of regularisation is to find out a solution minimising the \textit{smoothing functional}

\[
\Phi_\alpha(\hat{x}, y^\delta) = \|y^\delta - H\hat{x}\|^2 + \alpha F(\hat{x})
\]  
(7.88)

where \(\hat{x}\) is the estimate of the solution, \(y^\delta\) is the received signal with system noise, \(\alpha\) is the regularisation parameter and \(F(\hat{x})\) is the stabilising functional or stabiliser.

Different regularisation methods use different stabilisers. A classical method is Tikhonov regularisation, with the smoothing functional

\[
\Phi_\alpha(\hat{x}, y^\delta) = \|y^\delta - H\hat{x}\|^2 + \alpha \|\hat{x}\|^2
\]  
(7.89)

Its minimiser or a regularised solution is

\[
x^\delta_\alpha = (H^TH + \alpha I)^{-1}H^Ty^\delta
\]  
(7.90)

where \(I\) is an identity matrix.
The task is to define the regularisation parameter $\alpha$, which must provide the following:

$$\lim_{\delta \to 0} x_{\alpha}^\delta = x^\# \quad (7.91)$$

where $x^\#$ is the normal pseudosolution.

There are three approaches to the estimation of $\alpha$: heuristic methods; a priori rule; a posteriori rule.

The heuristic methods are used when it is impossible to estimate the noise level of data and, therefore, other methods are inapplicable. The main advantage of the heuristic approach is that the solution represents a good compromise between data fitting and penalising the norm after reconstruction (convolution). The main drawback is the necessity of computations for a large range of $\alpha$. One of those methods is the L-curve method [69], where a plot of the approximation norm $\|x_{\alpha}^\delta\|$ versus the residual norm $\|y^\delta - Hx_{\alpha}^\delta\|$ in a log-log scale resembles the letter ‘L’, and its ‘corner’ point is considered to be a best-approximate solution.

An a priori rule is based on the knowledge of $\alpha = \alpha(\delta)$ – dependence on the noise level of data. In practice this dependence is almost never known.

An a posteriori rule involves the knowledge of $\alpha = \alpha(\delta, y_{\alpha}^\delta)$ – dependence on the noise level and on the reconstructed data $y_{\alpha}^\delta = Hx_{\alpha}^\delta$. The Morozov criterion or the discrepancy principle is used:

$$\|y^\delta - Hx_{\alpha}^\delta\| \leq \tau \delta \quad (7.92)$$

where $\tau > 1$. The regularisation parameter can be chosen via comparison between the discrepancy and the assumed bound for the noise level.

The direct application of the Morozov criterion to Tikhonov regularisation requires the computation of a solution to (7.90), the subsequent reconstruction and the check whether the condition (7.92) is satisfied. If not, it is necessary to change $\alpha$ and to repeat the procedure until (7.92) holds.

One can use another implementation of the discrepancy principle

$$\|y^\delta - Hx_{\alpha}^\delta\| \leq \tau \delta \leq \|y^\delta - Hx_{\beta}^\delta\| \quad (7.93)$$

for some $\beta$ satisfying $\alpha \leq \beta \leq 2\alpha$.

The steps to process the explicit algorithms of the deconvolution can be written as follows.

### 7.7.3.1 Algorithm 1. Direct Tikhonov regularisation with the discrepancy principle:

1. $\alpha_0 = \delta^{\frac{3}{4}}, \tau = 1.1$.
2. For $k = 1, 2, \ldots, N$ (loop with the increasing $\alpha$), evaluate $x_k(\alpha_{k-1})$ and $x_k(2\alpha_{k-1})$ according to (7.90).
   - If (7.93) is satisfied then halt processing and the final solution $x_{\alpha}^\delta = x_k(\alpha_{k-1})$.
   - If (7.93) is not satisfied then $\alpha_k = 2\alpha_{k-1}$ and continue the loop.
3. If the solution has not been determined, then evaluate the same loop for decreasing \(\alpha\) with \(\alpha_k = \alpha_{k-1}/2\).

4. The number of steps \(N\) must be limited by appropriate maximal time for solving the task.

This algorithm is a straightforward implementation of Tikhonov regularisation and is not efficient from a computational point of view.

Another a posteriori approach to find out \(\alpha\) deals with a nonlinear matrix equation [69, p.123]

\[
\alpha^3 \left\| \left( HH^T + \alpha I \right)^{-\frac{1}{2}} y \right\|^2 = \tau \delta^2
\]  

(7.94)

Having solved that equation, we can obtain a best-approximate solution with only one computation of (7.90). The main computational burden here is referred to solving (7.94), which is a difficult task and requires the implementation of a separate iterative algorithm.

7.7.3.2 Algorithm 2. Direct Tikhonov regularisation with the nonlinear equation:

1. \(\alpha_0 = \delta^\frac{3}{2}, \tau = 1.1\).
2. Evaluate (7.94) to find out an optimal \(\alpha\).
3. Evaluate (7.90) to find out a regularised solution \(x^\delta\).

The described direct methods and algorithms always have a solution even in the case of underestimated noise level.

Iterative regularisation methods. Unlike the direct methods of regularisation, the iterative methods do not include sophisticated computations and therefore they are considerably faster for big vectors and matrices. Also those methods do not require large computer resources. In the meantime, the iterative methods provide good accuracy. Their drawback is sensitivity to the noise level. If this is underestimated, then the methods do not converge and so do not have a solution at all.

Most iterative methods are based on a transformation of the normal equation into equivalent equations like

\[
x = x + H^T(y - Hx)
\]  

(7.95)

A classical iterative method illustrating this transformation is the Landweber iteration

\[
x^\delta_k = x^\delta_{k-1} + H^T(y^\delta - Hx^\delta_{k-1})
\]  

(7.96)

The iteration index \(k\) plays the role of the regularisation parameter \(\alpha\) and the stopping rule plays the role of parameter choice method. For the Landweber iteration the Morozov criterion is usually applied as a stopping rule.
One of the accelerated iterative methods is a $\nu$-method of regularisation [69, p. 167],

$$x_k^\delta = x_{k-1}^\delta + \mu_k(x_{k-1}^\delta - x_{k-2}^\delta) + \omega_k H^T(y^\delta - Hx_{k-1}^\delta)$$  \hspace{1cm} (7.97)

The use of difference between results of two preceding iterations improves the speed of convergence.

The parameter $\nu$ represents the order with which the approximation error decreases:

$$\|x^* - x_k^\delta\| = O(k^{-2\nu}), \quad k \to \infty$$  \hspace{1cm} (7.98)

Also $\nu$ controls an asymptotic growth of coefficients $\mu_k$ and $\omega_k$, and consequently the speed of convergence. The parameter $\nu$ can be chosen equal to 1.

Numerically it is more efficient to base the computation of $x_k^\delta$ on intermediate quantities $z_k^\delta$ via $x_k^\delta = H^T z_k^\delta$. With respect to that, the following algorithm of deconvolution has been developed.

### 7.7.3.3 Algorithm 3. Iterative regularisation with $\nu$-method

1. $\nu = 1, \mu_0 = \|y^\delta\|^2, \alpha_0 = 1, \tau = 1.1, z_0^\delta = 0, x_0^\delta = 0, \sigma_1 = \|H\|_2, \tilde{H} = \frac{1}{\sigma_1} H$
2. $\mu_1 = 0, \omega_1 = \frac{4\nu + 2}{4\nu + 1}, z_1^\delta = \frac{4\nu + 2}{4\nu + 1} y^\delta, x_1^\delta = \tilde{H}^T z_1^\delta$
3. For $k = 2, 3, \ldots$

\[
\mu_k = \frac{(k - 1)(2k - 3)(2k + 2\nu - 1)}{(k + 2\nu - 1)(2k + 4\nu - 1)(2k + 2\nu - 3)}
\]

\[
\omega_k = 4\frac{(2k + 2\nu - 1)(k + \nu - 1)}{(k + 2\nu - 1)(2k + 4\nu - 1)}
\]

\[
z_k^\delta = z_{k-1}^\delta + \mu_k (z_{k-1}^\delta - z_{k-2}^\delta) + \omega_k (y^\delta - \tilde{H} x_{k-1}^\delta)
\]

\[
x_k^\delta = \tilde{H}^T z_k^\delta
\]

\[
\alpha_k^{-1} = 1 + \frac{k(2k - 1)(2k + 2\nu - 1)}{(k + 2\nu)(2k + 4\nu + 1)(2k + 2\nu + 1)} \alpha_k^{-1}
\]

\[
\beta_k = \frac{(2\nu + 0.5)^2}{(2k + 2\nu + 1)^2} \alpha_k
\]

\[
\eta_k = (1 - \alpha_k) \eta_{k-1} + \beta_k \|z_k^\delta - z_{k-1}^\delta\|^2
\]

If $\eta_k \leq \tau \delta^2$, then stop.
4. The final solution $x^\delta = \sigma_1 \tilde{H}^T z_{k-1}^\delta$.  \hspace{1cm} (7.99)
Note that the convolution matrix should be normalised before its first use in the algorithm and at the final step the matrix should be restored after satisfying the stopping rule at the kth iteration; \( z_{k-1}^k \) is required for the final solution.

7.7.3.4 Data noise level estimation: accuracy and stability of deconvolution: The art of applying the regularisation methods to deconvolution is to find out the right compromise between accuracy and stability of the approximated solution. Accuracy is characterised by the norm of the difference between the given and reconstructed data \( \| y^\delta - Hx^\alpha \| \), stability by norm of the approximation \( \| x^\alpha \| \). Deconvolution stability or, more accurately, its instability, appears as ringing in the deconvolved vector \( x^\delta \).

The plot of \( \log \| x^\alpha \| \) versus \( \log \| y^\delta - Hx^\alpha \| \) gives an L-curve, which is used in heuristic methods. If the residual norm is small (case of high accuracy), then \( \| x^\alpha \| \) changes drastically in dependence on \( \alpha \) and represents the vertical part of the L-curve. If \( \| y^\delta - Hx^\alpha \| \) is big enough, then \( \| x^\alpha \| \) becomes stable and represents the horizontal part of the L-curve. In a posteriori regularisation methods both accuracy and stability depend on the noise level of the data. The task is to find out that level.

Consider the energy of a noisy vector: for an additive white noise the total vector energy equals the sum of the signal and noise energies:

\[
\| y^\delta \|^2 = \| y + n \|^2 = \| y \|^2 + \| n \|^2
\]

(7.100)

So the noise level can be defined as the norm of the noise vector:

\[
\delta = \| n \|
\]

(7.101)

Also we can confirm this definition with the discrepancy principle. In the ideal case, when the reconstructed data coincide with the exact data, (7.92) can be rewritten as

\[
y^\delta - Hx^\alpha = y^\delta - y = n
\]

(7.102)

\[
\| n \| \leq \tau \delta
\]

Obviously, the noise level can be found with the statistical approach

\[
\delta_{\text{max}} = E[\| n \|] = \sigma \sqrt{N}
\]

(7.103)

where the operator \( E[\sigma] \) stands for averaging, \( \sigma \) is noise standard deviation and \( N \) is the length of the vector.

Equation (7.103) determines the maximal noise level, which provides excellent stability of the deconvolution results. However, numerical experiments with the real GPR data showed that accuracy of the regularised deconvolution can be significantly improved without loss of stability for a noise level lower than (7.103). It can be explained that accuracy depends on the signal to noise ratio (SNR) rather than on the noise content in a received signal.

We propose another approach to estimate the noise level. Consider the energy of noisy data,

\[
\| y^\delta \|^2 = \| s \|^2 + \| n \|^2 = \| s \|^2 + \delta^2
\]
So we receive the lower estimate of noise level, which maintains stability and results in better accuracy than (7.103).

Equation (7.104) is an adaptive algorithm with respect to the received signal. Unlike (7.103) it estimates for a certain signal its own noise level relatively to the maximal signal’s peak. The noise deviation of the measuring system noise can usually be estimated before experiments and used as a parameter for deconvolution algorithms.

The estimation of noise level based on peak SNR fits well in the processing of nonstationary rapidly decaying signals as UWB signals are.

For the accuracy estimation, we propose to use the normalised RMS error

\[ e = \frac{\| y^\delta \| - \| Hx^\delta \|}{\| y^\delta \| + | Hx^\delta |} \times 100\% \] (7.105)

This can be interpreted as the relative distance between two vectors to be compared. It is 0 when the vectors coincide and 100 per cent when the vectors have the same origin, length and opposite directions.

7.7.3.5 Numerical results: The first trial to check how regularised deconvolution works, is deconvolving data out of the same data. Theoretically, it must result in a delta-function. We make this auto-deconvolution using the \( \nu \)-method and Algorithm 3 for the impulse response depicted in Figure 7.44. The estimate of noise standard deviation is \( \sigma = 1.7613 \times 10^{-4} \). The noise level is defined according to (7.104). The result of the deconvolution shown in Figure 7.45 is not a delta-function. Obviously, the more accurate the deconvolution the closer its result to a delta-function. The relative distance between the original and reconstructed impulse response is 0.21%. For noise level defined from (7.103) this distance is 0.89%. Now we divide \( \sigma \) by 1000.
Figure 7.45  Autodeconvolution with noise standard deviation estimate $\sigma = 1.7613 \times 10^{-4}$ and substitute it into (7.104). Its result represented in Figure 7.46 is a delta-function. The corresponding relative distance equals 0.0002%.

Auto-deconvolution remains stable independently of the estimate of noise level because the convolution matrix is formed from the input data. Auto-deconvolution illustrates the possibility to decrease intentionally a parameter standing for noise level in order to obtain better accuracy.

Now consider deconvolution for a signal from an anti-personnel mine PMN-2. The signal was received by a GPR with impulse response and noise deviation mentioned above. Deconvolution has been carried out using Algorithm 3. The fixed noise level estimate (7.103) resulted in error of deconvolution of 13.78% (Figure 7.47b), while the estimate (7.108) resulted in an error of 1.60% (Figure 7.47c). The use of noise standard deviation $\sigma/10$ in (7.108) resulted in an error of 0.21% but with considerable ringing (Figure 7.48d). These results show that the use of the adaptive noise level estimate (7.108) provides excellent accuracy of deconvolution with minimal ringing.

As shown in Figure 7.48, deconvolution shifts the signal back in time by effective duration of the GPR impulse response, depicted in Figure 7.44. In that particular example, the shift is about 1 ns, corresponding to the duration of the most energetic part of the impulse response. This is the fundamental effect of deconvolution which should be accounted for GPR signal processing. Since the GPR impulse response remains the same, the time shift is constant.
Figure 7.46  Autodeconvolution with intentionally decreased noise standard deviation estimate $\sigma/1000 = 1.7613 \times 10^{-7}$

Figure 7.47  Original (a) and reconstructed signals: (b) fixed noise level estimate; (c) adaptive noise level estimate; (d) adaptive noise level estimate with $\sigma/10$
7.7.3.6 Comparative performance of the deconvolution algorithms: For comparison of performances, the deconvolution algorithms 1–3 have been implemented for the signal depicted in Figure 7.47. The length of corresponding vectors was 512 elements, and the size of the convolution matrix was 512 by 512. The adaptive noise level estimate was used.

The comparison was based on three factors: accuracy (the relative distance); computational speed (time of computation and number of iterations); computational burden measured by a number of floating point operations (FLOPS).

The time of computation and the number of FLOPS which are required for executing a program can be obtained with built-in MATLAB routines. Performance of the deconvolution algorithms is represented in Table 7.1. The first two algorithms are direct with respect to a solution, but iterative with respect to the regularisation parameter, which is why their computational speed is measured in iterations. The time of computation depends on computer performance and can be considered only as a comparative index, while other figures remain the same on different computers.

The iterative algorithm with the \( v \)-method showed the best performance. It is the fastest, most accurate and most economical algorithm in comparison with other algorithms.

Figure 7.48 Original (a) and deconvolved signals: (b) fixed noise level estimate; (c) adaptive noise level estimate; (d) adaptive noise level estimate with \( \sigma/10 \)
Table 7.1 Relative performance of deconvolution algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Error, %</th>
<th>Computational speed</th>
<th>Computational burden</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Tikhonov with the discrepancy principle</td>
<td>1.84</td>
<td>159.23 s</td>
<td>10506 MFLOPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 iterations</td>
<td></td>
</tr>
<tr>
<td>2. Tikhonov with the nonlinear equation</td>
<td>5.07</td>
<td>1118 s</td>
<td>98411 MFLOPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29 iterations</td>
<td></td>
</tr>
<tr>
<td>3. v-method</td>
<td>1.60</td>
<td>7.42 s</td>
<td>373 MFLOPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10 iterations</td>
<td></td>
</tr>
</tbody>
</table>

7.7.3.7 Summary: Deconvolution in UWB signal processing is an ill posed inverse problem. Tikhonov regularisation and the v-method were considered for its solution. The data noise level should be defined as a compromise between accuracy and stability of deconvolution, and an adaptive noise level estimate has been proposed. The relative distance between an original signal and its reconstruction has been proposed as a numerical measure of deconvolution accuracy.

Two direct and one iterative deconvolution algorithm with regularisation were developed and tested, and the iterative algorithm with v-method showed the best performance.
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7.8.1 Introduction

GPR can provide shallow sub-surface images sharper than any other geophysical technique in the 0–5 m depth range and quantitative information about EM properties of materials. It is therefore best suited for the noninvasive high-resolution study of the near surface. Advances in UWB equipment and dedicated data processing methods have recently improved performances of GPR and fostered the successful application of the method at depths ranging from a few centimetres (UXO detection) to different kilometres (glaciology), as illustrated by several examples in this book.

The two crucial tasks of the noninvasive method, namely sub-surface imaging and characterisation of materials, are best accomplished by GPR methods that exploit redundant information. In this Section we show examples of successful application of such techniques, in particular linear multi-fold, azimuthal multi-fold and multi-polarisation (multi-component) methods.

Focusing of the radar wave field and clutter reduction are the key issues in image enhancement. Focusing is based on migration techniques that require knowledge of the velocity of radar waves in the sub-surface. Clutter reduction benefits from multiple
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GPR can provide shallow sub-surface images sharper than any other geophysical technique in the 0–5 m depth range and quantitative information about EM properties of materials. It is therefore best suited for the noninvasive high-resolution study of the near surface. Advances in UWB equipment and dedicated data processing methods have recently improved performances of GPR and fostered the successful application of the method at depths ranging from a few centimetres (UXO detection) to different kilometres (glaciology), as illustrated by several examples in this book.

The two crucial tasks of the noninvasive method, namely sub-surface imaging and characterisation of materials, are best accomplished by GPR methods that exploit redundant information. In this Section we show examples of successful application of such techniques, in particular linear multi-fold, azimuthal multi-fold and multi-polarisation (multi-component) methods.

Focusing of the radar wave field and clutter reduction are the key issues in image enhancement. Focusing is based on migration techniques that require knowledge of the velocity of radar waves in the sub-surface. Clutter reduction benefits from multiple
Target characterisation implies reconstruction of images where properties of sub-surface scatterers are correctly represented. Multi-component imaging algorithms can accomplish such tasks [70], which exploit knowledge of transmitter and receiver antenna radiation characteristics and incorporate wave speed, polarisation and amplitude of the scattered electric field. However, the data acquisition and computational costs of such methods do not presently allow their extensive application but for academic purposes. An alternative strategy is based on the analysis of amplitude variations versus azimuth and offset at different polarisations. The cost of such approaches is limited and the technique allows us to optimise data acquisition parameters in single-fold and multi-fold surveys depending on target characteristics.

7.8.2 Data acquisition

We used a Mala Geoscience RAMAC system, equipped with 250, 500 and 800 MHz shielded antennas, to obtain all the radar datasets shown in this Section. Multiple common offset data acquisition schemes, i.e. iterated data acquisition along the same profile using different transmitter-receiver antenna separation, are a convenient solution to obtain multi-fold datasets in case a multi-channel system is not available. In the latter case, however, the difficulty of sliding multiple antennas at constant offset on rough surfaces may seriously hamper multi-fold data acquisition. Frames and numerically controlled systems are used for accurate and cost effective multi-offset/multi-component data acquisition in the case of laboratory experiments or measurements performed over small areas. Such solutions are further implemented in commercial systems, mainly for underground utilities detection. In the present study, we have used shielded antennas kept at fixed distance and orientation by Kevlar strings.

7.8.3 Data processing

The basic processing sequence for single-fold and multi-fold data (when treated as separate common-offset) is reported in Table 7.2. Sequence 1 produces the filtered section where the position of the imaged targets is not correct and diffraction hyperbolas are not collapsed. Such a section can be exploited to reconstruct sub-surface models in the case of azimuthal isotropy, i.e. for horizontally layered media and vertical velocity variations only. Identification of point and linear scatterers such as, for example, underground utilities perpendicular to the GPR profile, can be further successfully performed, provided that diffraction hyperbolas do not smear the response and decrease resolution below the threshold requested for the interpretation of the targets. Sequence 2 produces the migrated and filtered section, which should provide a better sub-surface reconstruction. It should be stressed that the order of migration and filtering cannot be interchanged, unless the transfer function of the filter is kept constant in time, which means that the filter is not time-variant. This can be done in particular when shallow conductive layers (such
Table 7.2  Basic processing sequence for single-fold and multi-fold data (as separate common offset)

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Time-variant filtering (TVF)</td>
</tr>
<tr>
<td>2</td>
<td>Migration</td>
</tr>
<tr>
<td></td>
<td>Time-variant filtering (TVF)</td>
</tr>
</tbody>
</table>

Table 7.3  Processing sequences for multi-fold data, vertically varying velocity field

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Dewow</td>
</tr>
<tr>
<td>b</td>
<td>Background removal</td>
</tr>
<tr>
<td>c</td>
<td>Preliminary amplitude correction</td>
</tr>
<tr>
<td>d</td>
<td>Pre-stack gather editing</td>
</tr>
<tr>
<td>e</td>
<td>Deconvolution</td>
</tr>
<tr>
<td>f</td>
<td>Velocity analysis</td>
</tr>
<tr>
<td>g</td>
<td>Velocity based amplitude correction</td>
</tr>
<tr>
<td>h</td>
<td>Pre-stack coherent noise removal</td>
</tr>
<tr>
<td></td>
<td>Stack</td>
</tr>
<tr>
<td>3</td>
<td>Post-stack time migration (TM)</td>
</tr>
<tr>
<td></td>
<td>TVF</td>
</tr>
<tr>
<td></td>
<td>Time to depth conversion</td>
</tr>
<tr>
<td>4</td>
<td>Post-stack depth migration (DM)</td>
</tr>
<tr>
<td></td>
<td>Depth-variant filtering (DVF)</td>
</tr>
</tbody>
</table>

as clayey soils) or large numbers of scatterers reduce the penetration. The number of samples available in the useful part of the GPR section is then too small to allow the application of a time-varying operator.

We apply different processing sequences to multi-fold data depending on the velocity field characteristics. The basic sequences are reported in Tables 7.3 and 7.4.

This choice is not only related to structural characteristics of the sub-surface volume, as in the case of horizontally layered soils that exhibit horizontal velocity gradients due to variations in water content. In such cases, time migration techniques are inadequate. Mild and severe horizontal velocity variations require application of sequences 5 and 6, respectively. Crucial steps in the imaging process are pre-stack coherent noise removal (see, for example, References [71, 72]) and those involving the analysis and reconstruction of the velocity field, namely step i in sequence 5 and j, k, l in sequence 6. DMO processing (i) implies a two-step velocity analysis, before and after application of the DMO correction (see, for example, Reference [73]).
Table 7.4 Processing sequences for multi-fold data, vertically and laterally varying velocity field

Steps a to h from Table 7.3

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>i Dip MoveOut (DMO) processing Stack Post-stack time migration TVF</td>
</tr>
<tr>
<td>6</td>
<td>j Initial velocity–depth model building</td>
</tr>
<tr>
<td></td>
<td>k Kirchhoff pre-stack depth migration (PSDM)</td>
</tr>
<tr>
<td>1</td>
<td>l Velocity–depth model upgrading Final Kirchhoff PSDM DVF</td>
</tr>
</tbody>
</table>

In the case of severe lateral radar velocity variations, our strategy encompasses an initial velocity-depth (V-z) model building (j) in two steps: we first convert root mean square velocities (VRMS) obtained from CMP analysis into interval velocities (VINT) as a function of time by applying a horizontal smoothing. We then convert VINT(t) to VINT(z) by applying a vertical smoothing. The two-step smoothing proves effective in processing data from shallow sediments, where variable water content and prograding or accretionary structures introduce rapid velocity variations. V-z models are updated after PSDM by means of residual moveout analysis performed on common reflection point (CRP) gathers. Two main benefits can be expected from accurate V-z model reconstructions, namely improved sub-surface images and information about variations in the dielectric constant, which for low-loss (i.e. tan δ < 1) materials is directly related to the radar wave velocity. Such information cannot be attained by single-fold methods.

7.8.4 Results

Figure 7.49 shows an example of common mid point (CMP) gather obtained in sediments of an alluvial plain in northern Italy. The low attenuation and homogeneous characteristics of each sedimentary layer (from sands to gravelly sands) are responsible for the wide offset range (0.5–4.2 m) and excellent response in the far offset range (Figure 7.49a). The ground wave (G) allows a straightforward determination of near surface velocity, while reflections (R) are clearly interpretable in the full two-way-time range (up to 180 ns). The normalised crosscorrelation velocity spectrum (Figure 7.49b) exhibits well focused coherency values due to the high signal-to-noise ratio (SNR > 30 dB), even if departures from hyperbolic moveout arise from minor lateral velocity variations and prevent a perfect moveout correction (Figure 7.49c). A comparison between different imaging strategies is shown in Figure 7.50.

The GPR profile crosses a prograding structure related to the progressive accumulation of sediments deposited by a stream over a series of flat layers. Figure 7.50b shows the image enhancement provided by a 1200% stack in comparison with the single-fold section of Figure 7.50a. The complete series of foresets is clearly interpretable in the stack section as well as the flat underlying sedimentary sequence. A strong basal reflector shows up at ~100 ns in the single-fold and stack record,
Figure 7.49  (a) Example of 250 MHz large offset-range CMP (0.5–4.2 m) from an alluvial plain in northern Italy after processing: (A) Air wave, (G) ground wave, (R) reflections; (b) normalised crosscorrelation velocity analysis with superimposed velocity function; (c) CMP after NMO correction.

Figure 7.50  (a) 250 MHz single-fold section (offset 1.2 m) from the Isonzo river bank (Italy) after standard processing; (b) stack section (1200% fold); (c) post-stack Kirchhoff time-migrated section; (d) pre-stack Kirchhoff depth-migrated section: (B) base of agricultural layer, (P) prograding alluvial sequence, (H) top of flat layer, (W) water table.
which is related to the water table. The correct structure of the prograding sequence and the erosional channel located between 0.0 and 2.5 m are properly imaged in the migrated sections of Figure 7.50c, d. PSDM is not always necessary to produce a correct image from multi-fold data, as demonstrated by the example of Figure 7.51.

Stack 500 MHz data (Figure 7.51b) from a sandy beach in north Italy allow the identification of gently dipping layers that cannot be interpreted in the single-fold section of Figure 7.51a. Post-stack F-K migration (Figure 7.51c) reconstructs the correct dip of layer boundaries (L) and location of the discontinuity (D) by focusing the diffraction hyperbolas where the layer boundaries show an interruption, possibly due to differential compaction or human activity (excavation). The benefits of 2D multi-fold imaging can be extended to the reconstruction of 3D sub-surface models by combining multiple sections (Figure 7.52).

This is of particular interest to avoid mis-ties, to correlate fractures and faults and to reconstruct complex sub-surface structures, as in the case of archaeological targets. The example in Figure 7.52 successfully images a soil-limestone contact and allows a detailed reconstruction of bedrock topography and related structures. An alternative strategy is to cut the data volume along planes or irregular surfaces. Horizontal cuts are known as time-slices and are extensively used in archaeological and engineering applications.

The example in Figure 7.53 shows the reconstruction of a buried rain-water tank in vertical (A) and horizontal (B) cross-section. Steel rebars spaced 4 m apart are successfully imaged both by the vertical and horizontal cross-sections. In the case of deeper targets and less favourable SNR, the identification of weak reflectors in noisy background may require the application of further data processing procedures, such as computation of instantaneous attributes and dedicated coherent noise removal techniques. The pre-stack domain allows the application to a variety of records, such as common offset sections, common shot or common mid point gathers. Separate processing of such records results in enhanced stack and migrated data.

The example in Figure 7.54 shows that the stack of instantaneous phase common offset sections computed by means of wavelet transform [74] allows enhanced interpretation of echoes from a series of dipping reflectors (D) beneath waste (C). Controlled conditions allow an analysis of the performances of multi-fold/multi-azimuth techniques.

In Figure 7.55, we show the comparison of synthetic and real 800 MHz data obtained from a sandbox facility with buried pipes of different characteristics (metal/PVC; PVC filled by different fluids; 10 cm diameter, 40 cm depth). The correspondence between numerical simulation and field data is apparent. If we extend the analysis to different offsets and azimuth we obtain a double result. We can identify the content of the pipe based on the different response as a function of azimuth and offset (Figure 7.56, rows A and B).

In this case, a reflector beneath the pipe allows a more reliable discrimination that is less affected by the quantity of fluid within the pipe (Figure 7.56, row A). We can further exploit the amplitude versus offset/azimuth (AVOA) analysis to identify the optimum offset/azimuth combination, which provides the highest amplitude response in the perspective of extensive surveys for buried utilities detection. A preliminary
Figure 7.51  (a) 500 MHz single-fold section (offset 0.6 m) from a sand beach (Italy) after standard processing; (b) stack section (1000% fold); (c) post-stack F-K migrated section: (L) moderately dipping layers with different slopes, (D) example of lateral discontinuity
AVOA test performed in the area of interest allows an optimised selection of data acquisition parameters. Target characterisation and selection of optimum data acquisition parameters can be extended to the case of multiple polarisations, as illustrated by Figure 7.57 (800 MHz data).

Columns 1 and 2 refer to co-pole and crosspole configuration, respectively, while rows A and B report the results from PVC pipe (10 cm diameter, 40 cm depth) filled by air and freshwater, and row C is the response of a metal pipe. In the case of cylindrical targets, such as pipes, the response is in good agreement with well-established theoretical models. In the case of more complex targets, such as buried cultural heritage, vertical or lateral coherence (i.e. target geometry) is not always adequate to discriminate potential targets, and the AVOA response for different antenna configurations (co-pole, crosspole) can be exploited to classify the echoes and perform a target-oriented interpretation.
Figure 7.53  (a) 400 MHz stack section of a concrete platform with rebars; (b) 11 ns timeslice (about 40 cm) across the stack GPR data volume
Figure 7.54  (a) 250 MHz single-fold section (offset 1.0 m) from a brownfield; (b) stack section (1200% fold); (c) instantaneous phase of stack section: (W) base of waste disposal, (C) chaotic zone, (D) dipping horizons
Figure 7.55  Columns 1 to 3: (1) sub-surface model used for numerical simulation, (2) synthetic GPR data (FDTD numerical simulation) and (3) real GPR data. Rows A to C: (A) air filled PVC pipe, (B) metallic and (C) fresh water filled PVC pipe.

The pipe was placed into a sandbox with metallic bottom.

7.8.5 Discussion

Multi-fold methods offer data redundancy that can be successfully exploited to obtain enhanced sub-surface images, discriminate coherent noise from signal, and evaluate EM properties of soils, rocks and buried targets. Pre-stack depth migration techniques allow imaging in complex sub-surface conditions and reconstruction of accurate $V-z$ models, which are of interest for the analysis of vertical and lateral variations of the dielectric constant. Data derived spatial stacking operators (see, for example, Reference [75]) are an alternative imaging solution that does not depend on the $V-z$ model but are based on data-derived kinematic attributes. Such attributes can be determined by means of optimisation procedures and successively exploited to
Figure 7.56  GPR AVO (amplitude versus offset) and AVA (amplitude versus azimuth) analysis performed on a PVC pipe filled with different fluids. Columns 1 to 4: (1) air, (2) fresh water, (3) gasoline and (4) salt water (salinity about 35%). Rows A and B: (A) amplitude of reflection from metal base and (B) amplitude of reflection from top of the pipe.

obtain the $V-z$ model. This is certainly a promising strategy, particularly in complex sub-surface conditions where the interpretation of pre-stack and common-offset data is difficult and an interpretive approach to $V-z$ model reconstruction is not feasible. AVOA analysis offers a solution to characterise and classify sub-surface targets, which may be effectively implemented by exploiting multi-channel systems. The data redundancy provided by the multi-fold method not only enhances processing and imaging results but also improves the interpretation of complex targets, as in the case of archaeological applications. The combined interpretation of pre-stack data (CMP and CRP gathers, common-offset sections at different offsets) and stack or migrated data allows discrimination of coherent noise from signal, the identification of weak signals in noisy background and the tracking of complex and irregular reflectors buried in chaotic soils. Such tasks exploit primary signal coherency in the
pre-stack domain and analysis and comparison of target response in the near and far offset range. The elusive nature of archaeological targets, whose dimensions, shape, orientation and physical properties are most often unknown and which are in many cases characterised by low contrast (such as mud-bricks in loams), requires a multi-fold approach to obtain the necessary constraints for a reliable sub-surface model.
7.9 Microwave tomography

Prof. Rocco Pierri, Angelo Liseno (Seconda Universitá di Napoli) and Raffaele Solimene (Universitá Mediterranea di Reggio Calabria)

7.9.1 Introduction

Ground penetrating radar generally produces an image which requires considerable skill, ability and experience in interpretation of data to detect and localise multiple targets, and this unavoidably introduces an element of subjectivity to the process.

The scientific community has endeavoured, during recent years, to develop techniques in order to make the analysis more ‘objective’. The technique under consideration is the tomographic approach [76], which consists in determining an image of the spatial features of the object. This allows detection and localisation of the object as well as the ability to retrieve information about its shape, dielectric permittivity and conductivity. Tomographic techniques are fraught with the difficulty of processing the data to find a solution of the mathematical relationship between the quantities to plot (i.e. the dielectric permittivity and conductivity profiles) and the measurements of the scattered field [77].

This Section considers the problem that we will henceforth illustrate – that of reconstructing the electromagnetic properties of an object (permittivity and conductivity) from measurements of certain ‘observable’ quantities (the electromagnetic scattered field), which is also known as an electromagnetic scattering inverse problem [78]. Conceptually, this is not much different from other possible inverse problems arising, for instance, from the use of acoustic waves [78]. The only difference lies in the involved equations and in that, while our purpose is to ‘see’ the interior of an object through microwaves, in acoustics one aims at ‘hearing’ the characteristics of the scatterer under test [79].

Before proceeding further, it is necessary to note that the possibility of ‘looking’ at the interior of an object is based on the fact that the incident wave penetrates inside the object itself, collects information about its interior and finally is scattered, delivering such information to the sensors. Although the capability of penetrating objects is part of the features of microwaves, there exists, however, a class of ‘impenetrable’ objects. Rigorously speaking, ‘impenetrable’ are objects made up of perfect conductors, whereas objects made up of ‘strong conductors’ are ‘almost impenetrable’, in the sense that the impinging wave penetrates inside the object only to a shallow depth [80]. For such a class of objects, it is thus possible to reconstruct only the objects’ shape [81, 82] but not to ‘look’ inside them. This is what happens at optical frequencies, when the impinging electromagnetic radiation does not significantly penetrate inside objects of which our eyes are capable of seeing only the shape but not the interior.

Nevertheless, in the following we refer to penetrable objects only and, therefore, to the reconstruction of their internal features, but we explicitly point out that it is possible to perform an analogous discussion also for impenetrable scatterers.

7.9.2 Formulation of the tomographic approach

To understandably illustrate the mathematical equations linking the field measurements to the quantities to be determined (that is, the spatial behaviour of permittivity
Figure 7.58  *Representation of incident and scattered fields*

and conductivity) and the difficulties affecting the research of their solution, we will refer to the (mathematically) simpler case when the object is not buried but stands alone in free space.

To this end, let us thus consider an electromagnetic field, which we call *incident*, propagating in free space (Figure 7.58a) when the object to test is initially absent. In such a situation, the incident field is the only solution of Maxwell’s equations and propagates while nothing of physical interest happens [80]. If, on the contrary, the object is present, the result of the interaction between the incident field and the object itself is a *scattered field* (see Figure 7.58b), so that we can express the total field (that is, the field satisfying the Maxwell equations now in presence of the object) as the sum of the incident field plus the scattered one. Basically, the incident wave ‘interrogates’ the object, which in turn ‘answers’ through the scattered wave, which depends on the object’s nature.

For the sake of simplicity, we will consider a ‘two-dimensional’ geometry, that is we will suppose the object to test to be infinite along the y-direction and with a permittivity dependent only on the $x$ and $z$ co-ordinates ($\varepsilon_{eq} = \varepsilon_{eq}(x, z)$). We will also assume the incident field radiated by time-harmonic infinitely long and isotropic current filaments parallel to the y-axis and having fixed frequency [81]. In these hypotheses, the equations governing the scattering phenomenon simplify from vectorial to scalar [83].

By considering the situation depicted in Figure 7.58b, the equations one arrives at are the following [83]:

\[
E(x, z) = E_i(x, z) + k_b^2 \int_\Omega H_0^{(2)} \left( k_s \sqrt{(x-x')^2 + (z-z')^2} \right) \frac{(\varepsilon_{eq}(x', z') - \varepsilon_b)}{\varepsilon_b} \times E(x', z') \, dx' \, dz' \quad (x, z) \in \Omega
\]

(7.106)
where $H^0(\cdot)$ is the Hankel function of zero order and the second kind, $E_s = E_s(x, z)$ is the measured scattered field, $\varepsilon_b$ and $\mu$ are the dielectric permittivity and magnetic permeability of the homogeneous host medium, respectively, $k_b = \omega \sqrt{\varepsilon_b \mu}$, $\varepsilon_{eq} = \varepsilon_{eq}(x, z) = \varepsilon(x, z) - j(\sigma(x, z)/\omega)$ is the equivalent permittivity we are searching for, $\varepsilon$ and $\sigma$ are the object’s dielectric permittivity and conductivity, respectively, $\omega = 2\pi f$, $f$ being the working frequency, $E = E(x, z)$ is the total field inside the object and $E_i = E_i(x, z)$ is the incident field. The first equation holds on the measurement points on $\Sigma$ and the second inside the object enclosed in the domain $\Omega$. The unknown of these equations is the function $\varepsilon_{eq}(x, z)$, whereas the data are represented by $E_s$.

**Imaging**, or tomographic reconstruction of the object, amounts to solving the above equations for $\varepsilon_{eq}(x, z)$ when $E_s$ is known [84].

One of the main difficulties in the resolution of (7.106) and (7.107) may be ascribed to the nonlinearity of the relationship between $E_s$ and $\varepsilon_{eq}(x, z)$. This entails that, when the solution is searched for as the equivalent permittivity minimising a cost function accounting for the ‘difference’ between the measured scattered field and the theoretically predicted one, owing to the nonlinearity of the unknown-data link, such a cost function could exhibit local minima besides the global one. A local minimum could be mistaken, by a minimisation algorithm, for the global one and thus could lead to a ‘false solution’ [85] (see Figure 7.59).

A way to overcome the drawback introduced by nonlinearity is that of employing approximations linearising the relationship between the measurements and the unknown permittivity function (of course, if possible). In particular, if we know a priori that the permittivity of the object under test is sufficiently close to that of
free space, the object is ‘small’ [86] (where ‘small’ in electromagnetic applications means with respect to the working wavelength $\lambda$) and the permittivity has smooth rates of variation [87], then we can deal with it as a ‘weak scatterer’, in the sense that, from the field’s point of view, the presence of the object makes just a little difference with respect to the case in which the object is absent. A visible example of a weak scatterer is a window-pane: indeed, because of its permittivity close to that of air, it introduces just a little perturbation on the propagation of sunbeams which, thus, can enter almost undisturbed inside our houses. For a weak scatterer it is possible to approximate the total field $E$ inside the object as the incident one, thus neglecting the scattered field inside the object itself. Such approximation is known as the ‘Born approximation’ (Born and Wolf [86], Brancaccio et al. [87] and Slaney et al. [88]). Incidentally, a different linearising approximation of interest in sub-surface applications is the ‘distorted Born’ approximation [83–89]. It holds when the object, buried beneath the earth’s surface, has a permittivity close to that of the host medium. In this case, the field inside the object can be approximated with the field in the host medium in the absence of the object, and thus depends on the medium’s permittivity itself.

If we suppose to measure the scattered field far enough from the object, i.e. some wavelengths off the object, then the Born approximation allows us to extract from the scattered field information on the Fourier transform of the unknown equivalent permittivity. Accordingly, the objects that can be ‘correctly reconstructed’ are those which are not filtered out by the limited performances of the employed tomographic reconstruction procedure, as will be more clear in the sequel. Furthermore, a parameter worth analysing when evaluating the performances of a reconstruction algorithm is resolution [90, 91], i.e. the capability to distinguish nearby objects. Investigating the filtering undergone by the unknown equivalent permittivity and/or the resolution limits is of fundamental importance to appropriately interpret the outcome of reconstructions. What would happen indeed if, having, for instance, no idea of resolution, two landmines were mistaken as one? Knowing resolution would have put us on our guard against the presence of two landmines!

In the following Sections, we present some case studies and also describe how the parameters of the measurement configuration help in determining spatial filtering and resolution limits.

### 7.9.3 Key point of imaging: spatial filtering

Let us begin by considering the case in which the object is embedded in free space and suppose that the current filament can assume positions on a circle $\Sigma$ surrounding the object as in Figure 7.60a. We measure the scattered field on $\Sigma$ for each position assumed by the illuminating current filament on $\Sigma$ itself. We will assume the circle’s radius to be great enough such that the transient phenomena are reduced. In this case, it can be shown that the scattered field measurements are related to those Fourier harmonics of the function $(\varepsilon_{eq}(x, z) - \varepsilon_0)/\varepsilon_0$ contained inside a disk $D_1$ of radius $2k_0$, where $k_0 = 2\pi/\lambda$ is the free space wavenumber and $\varepsilon_0$ is the free space dielectric permittivity (see Figure 7.60b). At this point, one could observe that, since
the scattered field is actually the Fourier transform of \((\varepsilon_{eq}(x, z) - \varepsilon_0)/\varepsilon_0\) having a compact support (indeed, \((\varepsilon_{eq}(x, z) - \varepsilon_0)/\varepsilon_0\) is nonzero only for points inside the object, but vanishes outside of it), such a transform is analytical [78], and thus can be extrapolated outside the disk \(D_1\). It seems, thus, to be possible to know the entire Fourier spectrum of the unknown permittivity function. Indeed, one could proceed by calculating successive derivatives of the Fourier transform for some point inside \(D_1\) and afterwards form a Taylor series. Unfortunately, the analytical extrapolation is an unstable procedure. That is, ‘small’ errors on the spectrum inside \(D_1\), due to the unavoidable presence of noise, could lead to ‘large’ errors on the prolonged Fourier transform, this last becoming totally unreliable. The result is that the only information about the unknown permittivity function one can extract from these measurements regards approximately just the Fourier harmonics of the permittivity contained inside the above mentioned disk, whereas information referring to the Fourier harmonics contained outside such a disk cannot be restored [92, 93].

In other words, because of the presence of noise on data, approximately no information about the Fourier harmonics outside \(D_1\) can be extrapolated from the knowledge of the spectrum inside the circle \(D_1\) itself. Accordingly, if the object’s permittivity function has a significant harmonic content inside that circle, the permittivity function will be ‘well reconstructed’. If, on the contrary, the unknown permittivity has a significant harmonic content also outside the circle, then only a lowpass version of it will be restored. Moreover, as long as the frequency increases, the extension of the disk containing the retrievable Fourier harmonics of the permittivity function enlarges since its radius \(2k_0\) grows with the working frequency. Therefore, the use of higher frequencies would be favourable from this point of view. Unfortunately,
when employing higher frequencies one should take account of the fact that this is in conflict with the validity of the Born approximation which, as mentioned above, requires the object to be ‘small’ with respect to the working wavelength.

In the above examined measurement configuration, the object was illuminated all around and the scattered field measurements performed, likewise, all around for each position of the radiating current filament. We now approach a reflection measurement configuration, of major interest in sub-surface applications – that is, suppose we illuminate the object only from one side and measure the scattered field by the same side (see Figure 7.61a). The measurement configuration we are going to refer to is depicted in Figure 7.61a, where transmitters and receivers move across a straight infinitely long line. It is noteworthy that such a measurement configuration is equivalent to that in which the measurement domain is a semicircle. Nevertheless, a straight line has been chosen since it better matches the geometry of a planar air–soil interface, as we will see in the following. We expect further limitations on the recoverable spectrum as compared to those arising in the previous case since a part of the information collected in the former measurement configuration is now no longer exploited. Indeed, in this case the recoverable Fourier spectrum of the permittivity function reduces to the domain $D_2$ as depicted in Figure 7.61b, where some ‘holes’ in the spectral coverage, as compared with $D_1$, now appear. In particular, if we define as ‘depth’ the direction orthogonal to the measurement line, the permittivity function now approximately undergoes a bandpass spatial filtering in depth and a lowpass spatial filtering along the ‘transversal’ direction, i.e. along the direction parallel to that of the measurement line. Note how, due to the presence of ‘spectral holes’ depicted in Figure 7.61b [89], the use of lower frequencies would enable ‘filling up’ of the holes. When many sets of measurements at different frequencies are used, the extent of the holes depends on the adopted lower frequency. Finally, as in the previous case, the use of a higher frequency improves the extent of the domain $D_2$ still further.

So far, we have assumed the object to be embedded in free space. However, situations of interest in sub-surface prospecting require the unknown object to be buried in the ground. To model such a situation, we will suppose the (two-dimensional) space
Figure 7.62 Sub-surface reflection measurement configuration
to be divided into two half-spaces separated by a plane interface (Figure 7.62a). The upper half-space, representing the region in which the sensors lie, is free space, whereas the lower half-space, that is the region of space in which the object is embedded, is assumed to consist of a homogeneous and lossless medium having relative dielectric permittivity $\varepsilon_b$. From a geometrical point of view, the measurement configuration depicted in Figure 7.62a is analogous to that above described, with the difference that now the sensors and the object are separated by the air-soil interface [94]. In contrast with the previous cases, we will now employ the distorted Born approximation to linearise the unknown-data relationship. When the measurement line lies over the air-soil interface ($h = 0$, see Figure 7.62a), i.e. the sensors are placed over the ground, and the object is buried as deep as at least the wavelength $\lambda_b$ in the lower half-space (that is, $d > \lambda_b$; see Figure 7.62a), then the spectral coverage is the same as that in Figure 7.61b, provided we replace $k_0$ with $k_b = \omega\sqrt{\varepsilon_b\mu_0}$ [89], and the same considerations on the spatial filtering undergone by the permittivity function and on the possibility of extending the covered domain by means of other frequencies still hold. Note that this result is the one we would obtain by also assuming the upper half-space filled by a homogeneous medium having dielectric permittivity equal to $\varepsilon_b$. On the contrary, when the quota of the measurement line is greater than some free-space wavelengths ($h > \lambda$), then, as may be appreciated by Figure 7.62b, the spectrum undergoes a shrink [87]. In particular, the entity of the shrink is enforced as the permittivity $\varepsilon_b$ of the lower half-space increases. Indeed, the term $2\sqrt{k_b^2 - k_0^2}$ tends to $2k_b$ as $\varepsilon_b$ tends to infinity. This is due to the fact that, owing to the total reflection phenomenon, some of the plane waves propagating from the object towards the air-soil interface become evanescent in the upper half-space. These evanescent waves, by decaying exponentially fast while going off from the air-soil interface, reach the measurement line at a negligible level so that the information carried by the corresponding plane wave propagating in the lower half-space is unavoidably lost. Moreover, as the permittivity $\varepsilon_b$ increases, the total reflection
phenomenon involves an even wider set of directions of propagation, thus justifying the increase of the shrink effect.

### 7.9.4 Key point of imaging: resolution limits

In the previous Section, the influence the measurement configuration has on the performances of the reconstruction algorithm in terms of filtering undergone by the permittivity function has been described and a brief outline on the use of multiple frequencies has been given. Also, we acknowledge that actual measurement configurations require the measurement line to be finite.

The performances of the reconstruction procedure can be given in terms of the achievable resolution limits [90], that is in terms of the smallest detail of the unknown permittivity function the reconstruction algorithm is able to distinguish.

The aim of this Section is to analyse how the parameters of the measurement configuration, that is the finiteness of the extent of the measurement line and the range of the employed frequencies, affect the performances of the reconstruction algorithm. Our point of view will be focused on the achievable spatial resolution while reconstructing the permittivity function rather than on the spatial filtering it undergoes as done here above. Moreover, we will pursue this goal by referring to simplified situations. In particular, we will assume a finite measurement line and suppose the object to be a dielectric strip embedded in free space and parallel or orthogonal to the measurement line itself (see Figure 7.63a, b).

This will allow us to study transversal resolution and depth resolution separately. The measurement line will be assumed to be located in the Fresnel-paraxial zone [86].

---

![Diagram](image)

Study of **transversal resolution**: the case of a dielectric strip parallel to the measurement line

Study of **depth resolution**: the case of a dielectric strip orthogonal to the measurement line

---

*Figure 7.63  Transversal and depth resolution*
with respect to the scattering object, and the Born approximation will once more be assumed. At variance with the cases examined in the previous Section, we assume the impinging field to be a plane wave with fixed angle of incidence.

Let us consider first the case depicted in Figure 7.63a in which the dielectric strip is parallel to the measurement line. It can be shown [95] that, if the incident field is at a fixed frequency, the transversal resolution limits $\Delta x$ while reconstructing the permittivity function $\varepsilon(x)$ are given by

$$
\Delta x = \frac{z_0 \lambda}{2a} \quad (7.108)
$$

In other words, if the dielectric strip were composed of only two point scatterers located at $x_1$ and $x_2$, as depicted in Figure 7.63a, then, following the reconstruction procedure, it would be possible to distinguish them if they were far more than the transversal resolution limits $\Delta x$.

In the hypothesis of small divergence angle $\theta$, which is reasonable in the Fresnel-paraxial zone, the ratio $a/z_0$ can be approximated by $\theta$, and (7.108) recast as

$$
\Delta x \approx \frac{\lambda}{2\theta} \quad (7.109)
$$

As can be seen, resolution improves, that is $\Delta x$ decreases, as the divergence angle $\theta$ enlarges. This is consistent with the fact that, as $\theta$ enlarges, the extent of the measurement line increases, thus allowing collection of even 'greater amounts of information' about the unknown permittivity function. Note also that the minimum separation by which two scattering points must have to be distinguished does not depend on the position of the scattering points themselves. This can be explained by observing that, in the hypothesis of small divergence angle, the points of the dielectric strip are 'observed' by the sensors on the measurement line under almost the same 'observation angles', as is clarified by Figure 7.63a.

Let us now turn to consider the case depicted in Figure 7.63b, where the dielectric strip is orthogonal to the measurement line. It can be shown [96] that, if the incident field is again at a fixed frequency, depth resolution limits $\Delta z$ while reconstructing the permittivity function $\varepsilon(z)$ are given by

$$
\Delta z = \frac{2 \lambda z^2}{a^2 - 2 \lambda z} \quad (7.110)
$$

As may be seen, contrary to the case when the dielectric strip is parallel to the measurement line, depth resolution is now no more uniform along the strip since $\Delta z$ depends on $z$. In particular, resolution degrades, i.e. $\Delta z$ increases, as $z$ increases. In other words, the spacing by which two point scatterers (see Figure 7.63b) must have to be distinguished by the reconstruction procedure depends on the positions assumed by the point scatterers themselves. In particular, the deeper the location of the point scatterers, the greater the spacing. If we rearrange (7.110) in terms of divergence
then we can explain the worsening in depth of resolution by observing that, as long as a point scatterer is deeper located, it is ‘observed’ by the sensors under narrower sets of angles (see Figure 7.63b). Accordingly, as long as a point scatterer is more deeply located, the sensors on the measurement line collect even ‘lower amounts of information’ about it. Roughly speaking, this is what happens to our own eyes: while objects are far away from us we cannot see even larger details.

We conclude this ‘running shot’ on resolution limits by putting a question: what if we employ a set of plane waves having frequencies inside \([f_{\text{min}}, f_{\text{max}}]\) [97], that is we adopt a ‘multi-frequency’ illumination? It can be seen [98] that the dependence on depth of resolution can be mitigated by a multi-frequency strategy and depth resolution improved at the same time. In particular, it can be shown that in such a case depth resolution becomes almost independent of \(z\) and is given approximately by

\[
\Delta z = \frac{2\lambda/\theta(z)^2}{a^2 - 2(\lambda/a)/\theta(z)}
\]

(7.111)

then we can explain the worsening in depth of resolution by observing that, as long as a point scatterer is deeper located, it is ‘observed’ by the sensors under narrower sets of angles (see Figure 7.63b). Accordingly, as long as a point scatterer is more deeply located, the sensors on the measurement line collect even ‘lower amounts of information’ about it. Roughly speaking, this is what happens to our own eyes: while objects are far away from us we cannot see even larger details.

We conclude this ‘running shot’ on resolution limits by putting a question: what if we employ a set of plane waves having frequencies inside \([f_{\text{min}}, f_{\text{max}}]\) [97], that is we adopt a ‘multi-frequency’ illumination? It can be seen [98] that the dependence on depth of resolution can be mitigated by a multi-frequency strategy and depth resolution improved at the same time. In particular, it can be shown that in such a case depth resolution becomes almost independent of \(z\) and is given approximately by

\[
\Delta z = \frac{\lambda_{\text{min}}\lambda_{\text{max}}}{2(\lambda_{\text{max}} - \lambda_{\text{min}})}
\]

(7.112)

where \(\lambda_{\text{max}}\) and \(\lambda_{\text{min}}\) are the minimum and maximum wavelengths, respectively, corresponding to the maximum and minimum exploited frequencies \(f_{\text{min}}\) and \(f_{\text{max}}\), respectively. Incidentally, note that, through a multi-frequency illumination, depth resolution (7.112) improves as \(\lambda_{\text{min}}\) diminishes, whereas, for a fixed \(\lambda_{\text{min}}\), it approaches \(\lambda_{\text{min}}/2\) as \(\lambda_{\text{max}}\) tends to infinity. Equation (7.112) can also be rewritten as

\[
\Delta z = \frac{\lambda_c}{2B_r}
\]

(7.113)

where \(B_r\) is the fractional bandwidth [99], defined as \((f_{\text{max}} - f_{\text{min}})/2\), \(f_c\) is the mean frequency given by \((f_{\text{max}} + f_{\text{min}})/2\), and \(\lambda_c\) is the wavelength corresponding to the mean frequency.

Finally, when an object having permittivity varying both with \(x\) and with \(z\) is considered, within the above assumption (Fresnel-paraxial approximation and multi-frequency illumination) the above estimates for transverse and depth resolution still hold [100].

We end this Chapter by showing some tomographic reconstruction as reported in Figure 7.64.

In particular, Figure 7.64 refers to the measurement configuration having \(\lambda_{\text{max}} = 1.5\lambda_{\text{min}}\) and \(a = 35\lambda_{\text{min}}\). Furthermore, we assume the scattering objects belonging to the rectangular investigation domain \(\Omega = [-5\lambda_{\text{min}}, 5\lambda_{\text{min}}] \times [70\lambda_{\text{min}}, 85\lambda_{\text{min}}]\). Figure 7.64 shows the tomographic reconstructions of two pulse objects located at different depths and with different separation distances. First note that a pulse object is reconstructed as a spot whose size is a measure of the achievable resolution limits. Moreover, the two objects appear well distinct down to a depth separation of \(1.5\lambda_{\text{min}}\), which is the depth resolution estimate returned by (7.113).
Figure 7.64  Reconstruction of two pulse objects at different separation distance: (a) first object located in $(0, 74\lambda_{\text{min}})$ and second object located in $(0, 80\lambda_{\text{min}})$; (b) first object located in $(0, 78.5\lambda_{\text{min}})$ and second object located in $(0, 80\lambda_{\text{min}})$; (c) first object located in $(0, 79\lambda_{\text{min}})$ and second object located in $(0, 80\lambda_{\text{min}})$
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7.10.1  Reduction of unwanted diffractions and reflections from above-surface objects
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During a GPR survey, special attention must be paid to objects that are present above the earth’s surface. Due to the low losses in air and the high wave speed, reflections from above the surface can obscure the sub-surface data and make the interpretation of GPR data a difficult task. The amplitude of these unwanted reflections strongly depends on the radiation characteristics (amplitude and polarisation) of the emitted GPR signals. In Figure 7.65, the amplitude and polarisation of the far-field radiation patterns generated by a dipole antenna [101] are compared with the results for the total field, which are obtained by evaluating the integral expressions. Although the far-field radiation pattern is a reasonable approximation to that of the total field, there is a significant error near the critical angle $\theta_c$ and near the interface.

The vertically polarised total-field has a relatively large amplitude near the interface in the upper half-space in the $E$-plane, whereas the horizontally polarised total-field has a small amplitude near the interface in the $H$-plane (Figure 7.65). A consequence of these radiation characteristics is that strong reflections arise from vertical-standing objects in the $E$-plane of the antennas. A typical example of above-surface reflections is shown in Figure 7.66. The measurements were carried out with the trees present in the $E$-plane of both antennas. The large hyperbolas with gently dipping tails are diffractions from the trees, whereas the small hyperbolas with steeply dipping tails are diffractions from pipes present in the sub-surface. The CMP results depicted in Figure 7.66c show that events 3 and 4 have small moveouts, indicating that they have travelled with the speed of light.

It is expected that the amplitudes of diffractions from the same trees would be markedly smaller when they are present in the $H$-plane of the antennas, because the polarisation of the electric field is then perpendicular to them and amplitudes near the interface in the $H$-plane are smaller than those in the $E$-plane. The results
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It is expected that the amplitudes of diffractions from the same trees would be markedly smaller when they are present in the H-plane of the antennas, because the polarisation of the electric field is then perpendicular to them and amplitudes near the interface in the H-plane are smaller than those in the E-plane. The results
Figure 7.65  Comparison of total-field and far-field amplitudes of the spherical electric field components $E_\theta$ in the $E$-plane (left) and $E_\phi$ in the $H$-plane (right) at a distance of 1 m from a 500 MHz electric dipole. Polarisation directions are indicated by arrows (left) and circles (right).

Figure 7.66  (a) Plan view of survey in Delft with corresponding (b) common-offset results and (c) common-midpoint results.
of numerical modelling using a three-dimensional modelling package [102] confirm these expectations. In Figure 7.67, the diffractions from a ‘tree’ are depicted for the perpendicular-broadside \((E^{11})\) and parallel-broadside \((E^{22})\) configurations, calculated for a location 7 m from the tree. The tree was present in the \(E\)-plane of the \(E^{11}\)-configuration. It returned a diffraction with an amplitude that was 21 times larger than that for the \(E^{22}\)-configuration. Similar analyses have been carried out for a range of objects [103].

In conclusion, to reduce unwanted above-surface diffractions and reflections, the antenna configuration should be chosen such that the emitted electric field is perpendicularly polarised with respect to the objects that are present along the survey line: vertical objects should be present in the \(H\)-plane and horizontal objects should be present in the \(E\)-plane whenever possible.

7.10.2 Clutter in radar data caused by reflections from external anomalies

Dr Vega Pérez Gracia

This study was partially supported by the ‘Ministerio de Ciencia y Tecnología’ and by FEDER (research projects number REN 2000-1740-C05-01 RIES and REN 2001-2418-C04-01). Additional support was give by the Civil Engineering School (ETSECCPB).

Clutter in GPR data produces confused radar records. Clutter is caused by numerous effects, multiple reflections, reverberation, coupling signals, external reflections, etc. The clutter caused by external reflections appears when reflected signals coming from the outside of the target zone arrive at the antenna. Clutter mainly affects the
GPR data when the antenna used is nonshielded, and when data acquisition conditions encompass high reflective surfaces outside the target area. Those surfaces could be walls, roofs, etc. The main cause of clutter is a lack of directivity of the antenna. Generic antennas have a main lobe, sidelobes and back lobes as shown in Figure 7.68.

The signals arising from the different reflections are superposed on one another, and the GPR record becomes confused. Where the reflections are caused by the roof of a building in the back lobe of an antenna, it can be readily understood that the propagation velocity is greater than in the material under investigation, the signal levels may be low but can often be similar to that of the target by virtue of the lower attenuation in the air and the range to the clutter reflections can be much greater than that to the target. It is important to identify the anomalies caused by this kind of clutter in order to interpret the radar data correctly.

We performed several experiments in order to analyse clutter and to identify it in the radar data. The first one was carried out with a 100 MHz centre frequency antenna, during the study of the Cathedral of Valencia (see Figure 7.69). The range used during that experiment was 300 ns. The top parts of the cathedral domes are constructed of iron and are about 15 and 20 m from the floor. The two-way travel time of the reflections from those vaults is about 100 and 135 ns when the antenna is placed on the floor. Figure 7.69 is a photograph of the main nave. The downward looking radar profile crosses this nave, from one lateral chapel to the chapel placed in front. Figure 7.70 shows the radar data obtained and the interpretation of that data.
Figure 7.69  Vault of main nave, where reflection that causes image on GPR record was produced

Figure 7.70  Radar data obtained by using a 300 ns range, and interpretation of the events recorded
External reflections cause the most visible images
The GPR data of Figure 7.70 shows clearly the reflections on the central vault and lateral vaults (which are lower than the central one).

To ensure that the external clutter is acquired, the range of the data acquisition is set to 300 ns, because the expected signals will arrive at about 150 ns (two-way travel time).

The central part of the vault of the Cathedral is metal. The high reflection coefficient of this material produces the images of Figure 7.70, where strong hyperbolic reflections are recorded. The two-way travel time of the central event in Figure 7.70 is about 150 ns. Using the wave velocity in the air (about 30 cm/ns), this time corresponds to a distance of 18 m, which is the range to this clutter source.

Those reflections could be identified as reflections produced by features within the medium, and this causes difficulty in interpreting the GPR data. A superficial interpretation of Figure 7.70 using an average velocity about 7.5 cm/ns would place an anomaly at 5.6 m depth. The mix of reflections coming from different media, in the same GPR data, is the cause of confusion.

To avoid these problems, an accurate planning of the radar data acquisition must be carried out taking into account the characteristics of the antennas before the field work. In addition, during the radar data acquisition, it is necessary to annotate the distances to the external anomalies, which could cause this kind of reflection. It is important to take note of the height of the roofs when works are carried out in buildings. Alternatively, it is possible to cover the top surface of the antenna with absorbing material to eliminate the unwanted clutter. Such material, known as radar absorbing material (RAM), is built into screened antennas.

The clutter reflection under consideration in the GPR data in Figure 7.69, corresponds to the anomaly. The spatial distribution of the reflection (hyperbolic) is due to the survey path of the antenna (see Figure 7.71). The metal on the top of the vault produces the strongest reflection. The two-way travel time depends on the distance to the anomaly, which varies during the antenna survey path.

The main reflections in the GPR record could be represented on a graph in order to analyse this clutter. As an example, the reflection of Figure 7.71 could be represented using a 150 ns two-way travel time and a medium velocity of 30 cm/ns. This curve and the curve obtained using a 150 ns two-way travel time and 7.5 cm/ns velocity are both compared (Figure 7.72). The curve obtained in the first case is similar to the recorded reflection, while the second curve is quite different. Then, the radar reflection on Figure 7.70 is associated with an external reflection.

This example was about the clutter caused in elements in the back lobe of the antenna. It is also necessary to consider the lateral elements that could introduce similar clutter in the GPR data.

In the example shown in Figure 7.73, the signal at the left of the image is caused by the reflection of the energy on a metallic ventilator. The metallic ventilator was in a tunnel. This radar data was obtained during the study of a tunnel (see Figure 7.73). The aim of that study was to locate structural problems, water filtrations and voids in the rock massif. The antenna used to perform this study had a 500 MHz centre frequency. The range of the data acquisition was 100 ns. Figure 7.74 shows the radar
Figure 7.71  Hyperbolic anomaly caused by reflection on an external anomaly
This record is superimposed on the data coming to the medium

Figure 7.72  Curves obtained for 30 cm/ns (air velocity) and 7.5 cm/ns (medium velocity)
The first curve is similar to the central reflection in Figure 7.70
Figure 7.73  
*Radar data obtained during the study of a tunnel*

The record contains the clutter produced in anomalous elements outside the studied medium.

Figure 7.74  
*Interpretation of the radar data shown in Figure 7.73*
data interpretation of Figure 7.73. Figure 7.75 shows the scheme of the radar data acquisition.

The antenna radiates the energy mainly into the medium, but it also radiates a small part of this energy laterally in the sidelobes. This lateral radiated energy is the cause of the recorded clutter. The high reflection coefficient of the metallic ventilator, and the low loss energy during the wave propagation in air, causes this clutter.

The minimum distance between the antenna and the ventilator was 6 m, which corresponds to 40 ns (two-way travel time). In Figure 7.74 that clutter appears at this expected time. The reflection from the ventilator appears linear due to the relative survey path of the antenna.

In addition, the reflection on the back surface of the tunnel (Figure 7.74) is recorded. It is a reflection constant during all the record, because the distance between both walls of the tunnel ($\sim 7.5$ m) is constant.

To interpret the radar data, first we design the clutter reflections in a graph in order to identify them. Figure 7.76 shows those graphs. The obtained curves correspond to the GPR clutter data.

It is important to identify the sources of clutter in order to perform an accurate radar data interpretation. When the external anomalies are known, it is possible to graph and to analyse the expected clutter, and to compare the graph results, which are estimated using the wave propagation velocity in the air, with the reflections obtained in the GPR data. To graph those expected reflections, it is important to carry out an accurate radar data acquisition, taking note of the external anomalies that could cause clutter, and know the distance between those anomalies and the antenna.
7.11 Summary

This Chapter has introduced basic signal processing techniques and has, by means of contributions, provided examples of some of the methods and principles of GPR processing being currently developed.

The selection of suitable signal processing methods must start from a clear appreciation of the modulation technique and the likely form of the received wavelet. The main initial objective is to select suitable processing to optimise the wavelet output in terms of each individual A-scan sample time series, and deconvolution techniques have been described. If the subsequent objective is to generate an image it is reasonable to consider some type of 3D ‘spiking’ filter or migration of the data. If, however, the objective is to classify the wavelet, i.e. by Prony processing, then ‘spiking’ filters are not appropriate. Consideration can also be given to the removal of multiple reflections. Once the A-scan data are optimised, processing methods based on B-scan data sets can be considered. Again, if the objective is image ‘spiking’ or focusing, a number of migration or synthetic aperture methods are available, each of which is more or less tolerant to variations in propagation conditions. Examples of the application of migration techniques have been given. Where this method is not preferred, image pattern recognition techniques based on standard image processing methods of template matching can be used. Transforms such as Hough or neural network techniques can also be considered.

The Chapter has also considered some of the issues that can give rise to false targets and shown the importance of proper recording of site characteristics. This can mitigate against the possibility of incorrect analysis where ground truth is unavailable.

An extensive list of references relating to signal and image processing has been included as an aid to the reader in exploring the substantial effort that has been made to
optimise GPR data. It is to be expected that this will continue to improve the recovery of signal information in GPR data.
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8.1 Introduction

John Fidler

English Heritage, UK

Surface-penetrating radar has been used to locate voids, inconsistencies and buried metalwork in a wide variety of structures: mediaeval cathedrals, castles, Egyptian pyramids and even the Ark. However, certain requirements need to be considered.

Geophysicists and electrical/radar engineers are not architects, structural engineers or building surveyors and their knowledge and understanding of construction systems and faults is understandably limited, which affects their interpretation of the radar images. The building professionals’ hopes and expectancies for remote sensing outstrip their perception of the actual capabilities of radar techniques. Only by having both sets of professionals working as a team on site and subsequently in the office can misinterpretation be eliminated. It is not acceptable for one group to survey and interpret the building and for the other to receive and accept the results.

Radar is best employed alongside magnetometers, resistance and radio-detection devices etc., with a thorough-going visual assessment of the building or ground of interest. The best surveys establish a hypothesis of construction and deformation/decay. They model this hypothesis off the building, by creating freestanding facsimiles in cross-section which can be compared with the radar signals, and vary configurations identified to unique signatures so that data from the actual building can be properly interpreted.

Like all geophysical techniques, GPR must be intelligently applied to the task in hand. For example, the search for the postulated remains of Noah’s Ark on Mt Ararat is described in detail on the following website, http://www.noahsarksearch.com/bj98summary.htm.

This source discloses that in 1988, Dr. Charles Willis of Fresno, California used ground penetrating radar (GPR) successfully to survey and profile the ice under the eastern summit plateau and over the high ridge into the saddle between the two summit
peaks. No evidence of Noah’s Ark was found, but good science prevailed, and another area was eliminated.

In 1989, Chuck Aaron, Bob Garbe and B.J. Corbin attempted to use GPR on the western summit plateau, but were limited by ice conditions and a GPR unit that could not continuously profile under the ice. The team was successful in determining the depth of the ice to be over 250 feet thick in some areas, thus giving credence to those that believe the western plateau is a caldera or sunken volcanic cone. Mt Ararat is being successively surveyed and areas eliminated by the use of GPR.

Examples of selected archaeological applications for GPR are described in the following Sections and further reading and references are provided at the end of the Chapter.

8.2 Fountains Abbey, UK
David J. Daniels

Fountains Abbey, in North Yorkshire, founded in 1134 by the Cistercians, is an outstanding example of a mediaeval monastery. It stands in the valley of the River Skell and the existing ruins give a clear impression of life in one of England’s greatest and best preserved abbeys. Although the first construction was of timber, the Abbey grew to encompass a stone built church 360 ft long with a 168 ft tower. The Cellarium with its double row of arches is an inspiring reminder of monastic life. Photographs of the Abbey are shown in Figure 8.1, and a plan is shown in Figure 8.2. In collaboration with the University of York’s Department of Electronics, ERA Technology carried out a survey of parts of the grounds of the Abbey.

Of considerable interest is the site of a Guest Hall, no longer in existence, and examples of a radar survey are shown in Figure 8.3. In this Figure the radar image shows two main features. The strongest feature is on the right-hand side, and also shown in Figure 8.3 is the remains of a pillar which is conjectured to be a support for part of the Guest Hall. Also to be seen are horizontal lines, which are believed to denote the position of the original floor of the Guest Hall (see Figure 8.4). The key features are the remains of pillars and the contours of earlier floor levels.

Other features, which were detected under the Cellarium (see Figure 8.5) and the Infirmary Hall, were the culverts directing the River Skell, which in previous times functioned as the water system. The radar image of the culverts under the Cellarium is shown in Figure 8.6 and an interpretation is shown in Figure 8.7, which is a typical example of how much detail a radar image can provide of underground features. The radar image in this particular case is unfocused and therefore most of the reflections give rise to hyperbolic traces. This is particularly noticeable when caused by the corner reflectors formed by the river water and the masonry side wall of the culvert. Other hyperbolic reflectors can also be seen and these are caused by the masonry side supports of the culvert. (ERA Technology gratefully acknowledges the assistance of English Heritage in permitting access to the archaeological site at Fountains Abbey, which is owned by The National Trust and in the care of English Heritage.)
Figure 8.1  Fountains Abbey, UK

Figure 8.2  Plan of Fountains Abbey
Figure 8.3  Radar image of foundation remains of the Guest Hall

Figure 8.4  Interpretation of radar image of Guest Hall

Figure 8.5  Photograph of Cellarium (courtesy of English Heritage and The National Trust)
Since 1990, the Saqqara Geophysical Survey Project, under the auspices of the National Museum of Scotland and the Glasgow Museums, has been carrying out geophysical and archaeological surveys at Saqqara. Saqqara forms part of the necropolis of the ancient Egyptian capital city of Memphis. Saqqara is a modern and, in terms of the necropolis, an entirely false division. The burial grounds extend from Abu Roash, just to the north of Cairo, southwards through Giza, AbuSir, Saqqara and Dahshur to
Meidum, ~20 km to the south. The site of Saqqara is dominated by the famous Step Pyramid of the 3rd Dynasty ruler, King Zoser. The geophysical survey has mainly concentrated on magnetometry, due to the abundance of mudbrick structures, which produce excellent anomalies, and resistivity. However, one season was devoted to using GPR. Radar surveys were carried out on a number of sites in the concession (see Figure 8.8). The main monument is known as the Gisr el-Mudir, which consists of a 400 m east to west by 600 m north to south stone enclosure. The walls are of extremely crude construction, but massive. This monument may constitute one of the oldest stone buildings in Egypt, and hence the world. One of the main goals of the project has been to determine what, if anything, lies within the enclosure. Despite many years of surveying, nothing has been found apart from a small area of mudbrick pavement. However, the exact location of the south wall was not known, and it was thought that in fact no wall existed, and the southern extent of the Gisr el-Mudir was defined by a man-made gravel ridge. To verify this, the GPR was scanned from the crest of this ridge to some 50 m to the south. Measurements were carried out every 20 m along the length of the wall. Figure 8.9 shows one such profile and Figure 8.10 shows an interpretation of the section. The large sand filled ditch proved to be a fairly consistent feature along the length of the entire wall. Subsequent excavation has shown that the southern wall was actually built within this trench. Most of the stone has since been
robbed. It is interesting to note the radar's ability to detect the depositional layers within the sand filling of the trench.

Figures 8.11 to 8.14 show topographically corrected radar sections crossing the west wall of the Gisr el-Mudir. Again, layering within the sand is visible, particularly in the sand which has built up against the wall.

Aerial photographs indicate that just to the east of the Gisr el-Mudir enclosure, there may exist another similar, albeit smaller, enclosure. The project team carried out a magnetometry survey of the area, in an attempt to map any internal buildings. The survey revealed that there was in fact a row of small temple like structures. Figure 8.15 shows the entrance steps to one of these temples.

A number of radar sections had been measured over this area previously, and in view of the magnetometry results, the radar profiles were re-examined. The sections had been measured on 25 m centres, so it was purely by chance that one radar line went straight down the flight of steps and this profile can be seen in Figure 8.16.
Figure 8.11  Radar image of section 1 of wall (est. 2000 BC) buried under desert sand

Figure 8.12  Radar image of section 2 of wall (est. 2000 BC) buried under desert sand

Figure 8.13  Radar image of section 3 of wall (est. 2000 BC) buried under desert sand
Figure 8.14  Radar image of section 4 of wall (est. 2000 BC) buried under desert sand

Figure 8.15  Temple steps
A GPR survey of Valencian Cathedral was performed in order to determine the position of archaeological remains, which are documented in the archives of the Cathedral. The objective of this survey was to confirm ancient cartography and documentation. A historical investigation and a geophysical survey using GPR were carried out. The latter enabled the location of structures whose position was not exactly documented in the original archive papers.

Valencia is a historic city which was founded by the Romans in the year 138 BC. It was invaded later by the Visigoths, and then by the Moors, who made the city into an economic and cultural centre. Valencia was conquered from the Moors by ‘El Cid’. However, it was not fully freed until 1238, by James the First of Aragon, who incorporated it into the Kingdom of Aragon. Valencia became the capital of the confederation and during the 14th and 15th centuries became one of the leading economic centres of the Mediterranean.

Excavations carried out near the Cathedral showed the Roman layer depth at <2 m. In fact, the Cathedral is a conglomeration of different architectonic styles, which indicates the different constructive epochs. The emplacement of the actual church is probably the same emplacement as that of the disappeared Arabian mosque of the city, which was built over the remains of a Roman circus. Several photographs taken during the radar data acquisition work show the amalgam of constructive styles (Figure 8.17).

The radar survey was carried out using two different antennas: a 500 MHz and a 100 MHz centre frequency antenna. The first one allows us to obtain radar images from a depth of ~2 m. The second one is not a shielded antenna. Therefore, the external reflections produce a strong noise, which forces an accurate radar data analysis to separate the signal of the noise and identify the investigated anomalies.

The performed GPR profiles are indicated over a plan of the Cathedral (see P1, P2, ..., in Figure 8.18). The numbers over the Figure are related to the following sections of the Cathedral: (1) the main nave, (2) the lateral naves, (3) the ambulatory, (4) the transept and (5) the altar. Capital letters A, C, D, E, F, I, J, K and
Figure 8.17  Details of Valencian Cathedral

Figure 8.18  Plan of the Cathedral
L correspond to the chapels, B to the access to the ‘Santo Cáliz’ chapel, G to the main entrance and H to the tower called Miquelet.

The different areas and the radar profiles are indicated.

The radar data enabled anomalies to be detected and located. These may have been associated with walls and foundations of houses associated with the Cathedral prior to its enlargement. In addition, several anomalies corresponding to graves, temporary vaults and crypts were detected and located.

Some examples of the radar data obtained in two crossed profiles are shown in Figures 8.19 and 8.20. The first image (Figure 8.19) is the radar image from the last half part of the P1 profile. This profile is 50 m long, but the image of Figure 8.20 shows the radar section of the last 15 m of that profile, which covers from the middle of the main nave to the altar. A 100 MHz centre frequency antenna was used to obtain

Figure 8.19  Last 15 m of the P1 profile obtained with a 100 MHz centre frequency antenna

Figure 8.20  The last 15 m of the P1 profile obtained with a 500 MHz centre frequency antenna
Figure 8.21  Radar data obtained with a 500 MHz centre frequency antenna

those data. Figure 8.21 presents the same part of that profile, but obtained by using a 500 MHz centre frequency antenna.

Both profiles show strong reflections between 44 and 45 m. Similar reflections can be seen at the end of the radar data. These images on the radar data are produced by the reflections in the contact between the soil and the main crypt of the Cathedral. The vertical resolution of the 500 MHz antenna enables the two-way travel time of the reflected signal to be determined. Hence it allows the depth of the anomaly to be estimated (Figure 8.20). Inspection of shallow depths using the 100 MHz antenna data give inaccurate results (Figure 8.19) because the reflection in the crypt is coupled to the reflection in the surface of the medium and to the internal first signal of the antenna. The two-way travel times were converted into depths using the wave average velocity, which was obtained to characterise this area of the Cathedral. The average velocity was obtained from the analysis of the hyperbolic events produced in buried objects – graves and ossuaries – and also the reflections in the same crypt. The relative permittivity obtained was about 9, and therefore the average velocity in this area was assumed to be 10 cm/ns.

Figure 8.21 shows the radar data obtained in the profile P5, which crosses profile P1. The middle part of that profile is represented in the Figure. The crypt is well detected between 23 and 25 m. At this point, profiles P1 and P5 cross at 45 and 24 m distances, respectively. The radar data shown in Figure 8.21 were obtained with the 500 MHz antenna.

Finally, Figure 8.22 shows the superposition of the radar records corresponding to the P1 and P5 profiles. The composition of both images displays the correlations between the reflections recorded, corresponding to the studied anomaly.

The radar survey enabled the location of the anomalies to be determined, and from this confirmation of the archival data was achieved. A comparison between the centre frequencies was made. The depth of investigation was <2 m, because the oldest remains (Roman layer) are located at that depth. Both antennas allow us to arrive to this maximum depth, but the 100 MHz, which has a longer time pulse, has
not enough resolution to determine the exact arrival of the shallower reflected signals. Although the signals are clearly seen in the 100 MHz antenna images, the coupling effects between those signals and the reflections on the surface (pavement of the church) produce confusing results. To obtain correct results estimating the depths by converting the two-way travel time it is necessary to determine accurately the time arrival of the reflections which is possible when the antenna used to perform the survey has better vertical resolution.
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8.5 Historic masonry structures
Dr Christiane Maierhofer
In most cases historical masonry is very inhomogeneous, even if it appears simple and uniform from the surface. Therefore, testing methods are required which enable the investigation of the whole volume of the structure along large areas. This is only
possible by using nondestructive or minor-destructive testing (NDT/MDT) methods, not only to preserve the building, but also to avoid disturbing the state of stress and strain of the structure. During the last ten years, it has been shown that ground penetrating radar (GPR) is a very useful nondestructive testing method for the investigation of the following problems of masonry.

8.5.1 Church of S. Maria Rossa, Milan, Italy

The Church of S. Maria Rossa was built in different phases from the 9th/10th to the 13th centuries over older buildings [1]. Some modifications and repairs were made in 1783 and 1966. The present building shows parts of various ages. Excavations under the floor allowed us to find portions of floors, mosaics and fragments of walls of the previous Roman (ageing 2nd century) and paleo-Christian buildings (5th century). The walls were made of solid bricks and lime mortars. The Church was originally all frescoed, but at present it is possible to see only some traces of the ancient decoration. The water table is high, nearly superficial, in the area where the Church is situated. The Church is at present under the street level (see Figure 8.23), close to an artificial channel (Naviglio). Furthermore, the soil leans against the Church walls in the north side on the Naviglio channel. The area of the Church is characterised by the presence of several small channels built for agricultural necessities. All these factors produce a great presence of moisture which rises by capillary through the walls. Two photographs from the Church are shown in Figure 8.24.

For structural as well as for moisture investigations, radar measurements were performed at three areas which are marked in the plan view in Figure 8.23. For the determination of depth resolved moisture distribution, microwave transmission measurements in thin boreholes using two small dipole antennas were accomplished [2–4]. These investigations were performed in close co-operation with Luigia Binda and co-workers from Politecnico di Milano, Italy.

At area 1, the brick wall is almost the original one with a texture of solid brick and hydrated lime mortars. The thickness of the walls is ~72 cm. This area is localised under the street level, in direct contact with the soil. Thus, a very high moisture content was expected. In the radar images recorded with the 500 MHz antenna as shown in Figure 8.25a, reflections from the backside are hardly visible due to the very high moisture content and due to the presence of soil directly at the back-side, which has a similar dielectric constant to that of the wet brick material. From some of these very weak reflections, a mean integrated real part of the complex permittivity of about 12.8 could be calculated with an absolute error of 1.0. Extrapolating the calibration curves of Maierhofer et al. [5], this corresponds to an absolute moisture content of ~25 vol%.

In Figure 8.25b, the depth resolved real part of the complex permittivity determined with the microwave borehole system is presented. Here, the real part of the complex dielectric constant increases up to 17 in the middle of the wall while it decreases to 11 and below at the front and back sides. The mean real part is equal to 12.4, which is close to the value obtained by radar. Both values are included in Figure 8.25b as parallel lines.
Figure 8.23  Plan view and section of the Church of S. Maria Rossa
The locations of the three areas investigated are indicated by arrows
Figure 8.24  The Church of S. Maria Rossa

Figure 8.25  (a) Radar data recorded with the 500 MHz antenna and (b) depth resolved distribution of the dielectric constant and thus the moisture content as determined with the microwave borehole system at area 1. Dashed line: mean relative dielectric constant determined with radar; full line: mean relative dielectric constant determined with the microwave borehole system.
Area 3 is localised in the most ancient part of the Church (dating 9th/10th century), located at the south side. Close to this area there is an in-filled door. This work was done during the repairs of 1966. The brickwork is characterised by new brick and cement mortars. Figure 8.26a shows the radar images of a horizontal scan in the middle of area 3, recorded with the 900 MHz antenna. On the right side of the radar images, the reflection from the back-side is very clear. Thus, the depth scale of the radar images was calibrated from the known thickness of the wall of 60 cm (length of the boreholes). From the back-side reflection, a real part of permittivity of about 4 was calculated. On the left side of the radar images, no back-side reflection is visible but a very strong reflection occurs at a depth of ~20 cm. This reflection might be due to a detachment at the interface of the new brick material to the old material. After the radar measurements, a brick was removed from this area and a void was found with a thickness of ~25 cm. Thus it can be concluded that this region consists of two leaves: the internal leaf is made of new brickwork having a thickness of ~22 cm while the external leaf has a greater depth and is made of old brick material. The depth resolved real part, which was determined at 10.4 GHz with the microwave borehole method, is demonstrated in Figure 8.26b. This shows a maximum value of the real part of 5.8 at a depth of 11 cm and a mean value of 5.1 being relatively dry.

8.5.2 Altes Museum, Berlin, Germany

The Altes Museum in Berlin, Germany, was built from 1822 to 1830 by Karl Friederich Schinkel (Figure 8.27). For the planning and preparation of restoration, the internal structure of the brickwork of the rotunda in the centre of the building had to be investigated nondestructively by radar. The main aim was the location of voids and larger hollow spaces which might be used as installation wells.

All radar measurements were performed with the 500 MHz antenna in reflection configuration along both sides (surfaces) of the exterior walls of the rotunda in horizontal traces. These horizontal traces are all included in the plan view of the rotunda in Figure 8.28 as arrows and are marked by numbers. The height of the traces related to the ground floor of the rotunda was 1 m.

In the following, two selected radar images are presented. Figure 8.29 shows the radar images of trace no. 4, which was recorded from the inside of the rotunda along a distance of 16.6 m. In these radar images many reflections are visible. Five of them, marked with letters, can be easily related to hollow spaces:

a: Reflection directly below the surface along a distance from 0.96 to 2.6 m. This reflection can be related to a niche which was used for the room heater (radiator).
b: Reflection at a depth of 1.5 m at a distance of 6.4 m. This reflection occurs at the inner side of the staircase.
c, d: Reflections at depths of 1.9 and 1.13 m at distances of 9 and 12.5 m. These reflections can be related to small chambers inside the brickwork.
e: Reflection at a depth of 1.55 m, at a distance of 13.7 to 14.6 m, which is the reflection at the back-side of the wall.
Figure 8.26  (a) Radar data recorded with the 900 MHz antenna and (b) depth resolved distribution of the relative dielectric constant
The moisture content as determined with the microwave borehole system at area 3; dashed line: mean relative dielectric constant determined with radar; full line: mean relative dielectric constant determined with the microwave borehole system

Figure 8.27  (a) Portico facade of the Altes Museum as shown from the Lustgarten; (b) perspective from inside of rotunda
Figure 8.28  Plan view of the rotunda inside Altes Museum showing the radar traces and the localised voids and larger hollow spaces

Figure 8.30 shows radar images containing the traces 12, 13 and 14 which were recorded at the back-side of the same wall as trace no. 4. Here, seven reflections can be related to the following structures:

a: Reflection from a depth of 1.57 cm, which can be related to the back-side of the wall (comparable to reflection e in Figure 8.29).

b, c, d, e: Reflections from depths between 0.1 and 0.3 m and in distances of 10.37, 11.38, 13.19 and 15.1 m related to the beginning of the trace. From the shape of the hyperbolas it can be concluded that these reflections belong to regular voids or to vertical pipelines (electricity, water etc.).

f, g: Reflections from a depth of 0.3 m at distances between 13.7–14.6 m and 17.9–18.8 m. These reflections belong to two small chambers (comparable to reflections c and d in Figure 8.29).
Figure 8.29  Radar images of trace no. 4 recorded with the 500 MHz antenna from the inside of the rotunda

Figure 8.30  Radar images of the connected traces no. 12, 13 and 14 recorded with the 500 MHz antenna from the outside of the rotunda
All pipelines and hollow spaces inside the brick wall of the rotunda which were detected by radar are visualised in Figure 8.28. In addition to the known chambers and structures, three additional chambers and several voids and/or pipelines could be localised. In some areas, the actual thickness of the wall could be determined. In all radar images, the reflections were very clear, which is a hint for homogeneous and dry brickwork. In some radar images additional weak reflections could be observed deep inside the brickwork which were not related to any structures and which might not be relevant for the restorations.

8.5.3 Location of metallic anchors and clamps fixing the facade of a Gothic cathedral

For restoration of a gothic cathedral, the position of metallic anchors, clamps and dowels fixing the sandstone facade (Figure 8.31a) has to be determined. This was required for removing the facade elements as well as for testing the condition of the fixing elements.

Clamps always connect neighbouring sandstone blocks, have a horizontal orientation and are located in horizontal joints. Dowels connect sand lime blocks positioned one upon the other, have a vertical orientation and are located in the middle of a horizontal joint. To fix the sandstone facade to the masonry wall behind, dowels are used positioned in the horizontal joints.

The measurements have been performed with a 1.5 GHz antenna (GSSI, SIR 10 A). To trigger the impulses a survey wheel was used. The position of crossed joints was blazed in the radar images using the manual marker. For all measurements, the whole

Figure 8.31  (a) Western pediment of the gothic cathedral; (b) vertical radar trace (white arrow) in the middle of a pillar
The joints are marked by dashed lines
In the following, the results related to the investigation of the pillar in Figure 8.31 are presented. Among other things one vertical trace was recorded with the 1.5 GHz antenna in the middle of the pillar above the vertical joints. Measurements in horizontal and vertical polarisation of the antenna related to the trace were performed. These two radar images are visualised in Figure 8.32.

In both radar images, the reflection from the surface is seen at a depth of 0 cm (1). At a depth of 41 cm (between joint 1 and 3) and of 47 cm (between joint 4 and 5) the reflection from the back-side of the sandstone blocks appears (2). The back-side reflection between joints 3 and 4 is outside the presented depth scale; this sandstone block has a thickness of 80 cm.
At the height of joint 3, a reflection hyperbola is visible at a depth of 
(10 ± 2) cm (K). The intensity of this reflection is much higher for the horizontal 
polarisation (top radar images). Therefore, this reflection can be correlated to a clamp 
which is horizontally orientated.

5 cm below joint 2 and also below joint 4, at each position a hyperbola at a 
depth of (18 ± 2) cm can be detected (A). The intensity of these reflections is similar 
for both polarisation configurations. Therefore, each reflection can be related to 
an anchor which is positioned in the horizontal joints and which penetrates into the 
sandstone block below. Some additional reflections at joint 4 cannot be clearly related 
to construction elements.

For further references to the determination of moisture content and distribution 
see References [2–16]. The investigation of the inner structure of masonry (double 
leaves, thickness of single leave, location of large voids and cavities) is covered in 
References [17–26].

References to the location of metallic and wooden mounting parts (i.e. anchors, 
bars and joint belts are found in Reference [27], and the location of buried structures 
(foundations, barrel faults, ducts) in Reference [28].

8.6 Summary

The application of GPR in archaeology has developed over the past decade. This 
Chapter has provided a snapshot of applications ranging from the Egyptian civilisation 
to European medieval structures. Many more papers and conferences specific to the 
use of GPR are now available. An International Conference on GPR in Archaeology 
was held in Nara, Japan, 16–17 February 2001, and references to the papers from that 
conference are provided. Work by Pirri [29] and Boryssenko [30] provides further 
insight into the uses of GPR in archaeology.

Websites on the specific use of GPR in archaeology are located at:
http://e-tiquity.saa.org/~etiquity/1/petra07.html
http://www.du.edu/~lconyer/
http://www.bradford.ac.uk/acad/archsci/subject/archp_nf.htm
http://www.joeinfo.com/gpr/

However, the original introduction by John Fidler is still relevant to the use of GPR 
as being one among a number of geophysical tools for archaeological investigation. 
GPR can be used to great effect but needs to be employed as part of a team effort with 
trained archaeologists to obtain the greatest benefit.
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9.1 Introduction

This Chapter describes some of the civil engineering applications of GPR and considers roads and pavements, concrete structures, bridges and tunnels. GPR has become an established and routine method of inspection of civil engineering structures. Further information can be found by contacting the appropriate national authorities, some of whose websites are referenced.

9.2 Roads and pavements

Roads and highways carrying vehicular traffic are described as having pavements. In the UK, the word pavement is often loosely used to describe that part of the infrastructure used by pedestrians. In North America, this would be known as the sidewalk. In the following Section, the word pavement should be understood to describe the structure of roads or highways.

GPR systems can be used either hand propelled (Figure 9.1) or alternatively mounted on a vehicle (Figure 9.2). The radar may take the form of a single line survey or may be an array covering one carriageway of the pavement.

Vehicle based systems can survey pavements speedily, economically, safely and with minimum disruption to existing traffic. GPR technology is widely used in Europe and North America. In the UK the Highways Agency routinely contracts radar surveys of the road network, and the TRL, in conjunction with the County Surveyors’ Working Party, monitor developments in the technique. In the United States the Strategic Highway Research Program (SHRP), the Federal Highway Administration (FHWA), and several States and other agencies have all evaluated the benefits of high speed GPR surveys. In China, Xiaojan [1] reports on the application of GPR techniques to civil engineering structures.

Compared with traditional coring methods, GPR can provide far more extensive measurement coverage at orders of magnitude less cost. Typical vehicle mounted
radar can cover up to 300 km per day at normal traffic speeds. Wu [2] reports on recent developments in road surveying.

The accuracy of GPR is reported as being 3–5% for new asphalt, 5–10% for existing asphalt, 5–10% for concrete and 8–15% for the granular sub-base. It must be borne in mind that this requires a regular calibration of the velocity of propagation in order that localised variations in water content do not invalidate the calibration. Further, it should be noted that there will be some situations where the contrast level between the layers results in inadequate data. An example of single channel radar survey data is shown in Figure 9.3.
Further information can be found in References [3–8]. A good example of the radar surveying of bridges is given in Figure 9.4, which shows a nine-arch bridge. The horizontal scale is 1 m per linear increment and the vertical scale is 51.2 ns. The distance between the deck of the bridge and the top of the arches is 1 m.

9.2.1 Roads in the UK

D. L. Wilkinson
Durham County Council, UK

Roads or pavements can be constructed in a number of ways and can be classified into flexible or rigid types. Flexible construction uses bituminous materials and rigid construction includes a concrete layer, which may be unreinforced or reinforced. Virtually all road constructions are built up with layers of different materials. One of the major indicators of condition is the strength of the road pavement, and this is measured by the deflectograph. This is a heavy vehicle, which measures the deflection
of the pavement under the transient loading of its rear milling (courtesy of British Rail) wheels. These deflections are then analysed, together with other data such as traffic flow and pavement thickness and condition, to provide an estimate of the residual life of the pavement. The deflections can also be used to calculate an overlay thickness to provide a pavement with a given future life.

Radar techniques may be used to determine the thickness of bituminous layers and concrete slabs, the spacing and location of slab reinforcement, their depth of cover, dowel bars, joining slabs and cracking and, for unreinforced or widely spaced reinforcing, the position of cracks beneath slabs.

Pavement thickness has traditionally been determined by drilling and extracting cores, and pavement condition by excavating trial holes. Disadvantages of these methods are damage to the road structure and provision of information only at widely spaced points. In the early 1980s it was realised that ground penetrating radar might be able to provide this information, and a few pavement engineers tried the technique with some success. In addition to establishing pavement-layer thickness, they were finding that the technique was useful in establishing ground conditions below the pavement layers – a task that can be performed by trial pitting but is expensive.

By 1990, a number of radar surveys had been carried out in the UK and the technique promised to be a success. However, the experience was fragmented and the requirements of radar surveys varied from scheme to scheme and between pavement engineers. Radar providers needed a better perception of the rock pavement engineer’s requirements for the technique so that developments in equipment could be concentrated on what was needed. After consultation, the County Surveyors’ Society, through its Data Collection Working Party, produced ‘Guidelines for the development of ground radar’ in 1991. The tunnel lining (courtesy of British Rail) guidelines included requirements for accuracy, calibration, robustness, the ability to locate results to specific positions on the road, and computerisation of results. Secondary requirements were seen as ability to differentiate between sound and broken materials in the bituminous layers, and the presence of defects such as voids, delamination between layers, cracking of the surface layer and moisture content variation in the granular layers. Since the guidelines were published the technique has moved on. Accuracy has increased to the point where it matches coring. Repeatability and reproducibility are acceptable. Operators are offering high-speed surveys with results referenced to the road network and low-speed surveys where more detail is required.

Demonstrations of equipment have been given to the Data Collection Working Party and the Transport Research Laboratory. The DCWP demonstration has shown that accuracy and agreement on interface depths between different operators is good on roads with a predictable construction. However, apart from motorways, trunk roads and major ‘A’ class roads, most roads have been built up over the years in a piecemeal fashion. It was found that on this type of road operators agreed on the major interface depths, but were sometimes unable to agree on material types and picked up varying minor interfaces (e.g. thin layers of regulating material, internal layers within, for example, a sub-base). On this type of road it would, therefore, be essential to correlate radar surveys with road coring and, possibly, trial pitting. It has
to be said that roads with a predictable construction, although comprising only about 20% of the total road network, receive a large proportion of maintenance funding – perhaps 80%.

The DCWP demonstration was mainly of low-speed equipment but one operator demonstrated his equipment at high speed. He obtained results of comparable accuracy with the best of the low-speed-equipment operators. This demonstration, and trials carried out elsewhere, have shown that high-speed surveys offer an opportunity to survey long stretches of the major road network without the need for traffic control. This is an important consideration because traffic control is expensive and causes delay and danger to motorists.

Test results are shown in Figure 9.5. The improvement in accuracy of ground penetrating radar over the past few years has been encouraging, and increased use of the technique should lead to further improvements. A survey in 1994 found that 32 County Councils had used ground penetrating radar to solve a variety of pavement and structural problems. Further use of ground radar by local authorities is being held up by the lack of a specification for the work and by the difficulty authorities unfamiliar with the technique have in selecting operators for a tender list. In 1994, the Department of Transport issued an Advice Note (HA 72-94) entitled ‘Use and limitation of ground penetrating radar for pavement assessment’. This document is of assistance when preparing a ground penetration radar survey contract. Since then

![Figure 9.5 Test results from UK trials for road surface analysis (courtesy Impulse Geophysics)](image-url)
GPR has become an established method of road survey and has moved from the research stage to maturity.

9.2.2 Step-frequency radar technique applied on very-thin layer pavements

Dr Xavier Déobert

9.2.2.1 Introduction: Identifying the thickness of a roadway pavement layer is one of the major topics of interest in the field of civil engineering. Obtaining appropriate information on a roadway’s various layers proves critical to the evaluation and prediction of pavement mechanical behaviour, the optimisation of a road maintenance strategy and on-site quality control. Traditionally, information on pavement layer thickness is obtained from pavement coring and/or road databases. Nevertheless, such information is seldom well documented and coring is highly local and, by nature, destructive.

Over the past few years, radar systems have led to a powerful nondestructive testing technique that features several major advantages, such as a high acquisition rate, global monitoring through quasi-continuous measurements, and production of a mapping of the various layers thanks to the penetration of electromagnetic (EM) waves in the observed medium. Among the existing technologies, GPR systems dedicated to road inspection have given rise to faster systems operating at higher frequencies, as a result of the development of semiautomatic processing software [9, 10], allowing for thickness determination on layers up to 5 cm thick.

Concurrently, the performance of innovative pavement structures has been improving, thereby allowing road construction companies, especially in France, to offer a line of high-performance mechanical products for very thin surfaces [11]; this trend has developed for both economic and ecological reasons. High-value-added products are attractive to municipal authorities, by virtue of reducing the need for periodic roadway milling, as well as to highway construction companies who are simply looking to apply a wearing course onto a structurally sound pavement. As a result, the following products have been derived:

- Thin Asphalt layer (TAS), which specifies an average layer thickness of less than 4 cm ([12] French Standard)
- Very Thin Asphalt layer (VTAS), which specifies an average layer thickness of between 2 and 3 cm ([13], French Standard)
- Ultra Thin Asphalt layer (UTAS), an average layer thickness of less than 2 cm.

Conventional radar techniques encounter limitations in the effort to obtain thickness measurements on these thin to very thin pavement layers. Such obstacles have not yet been overcome by commercial devices due to their incapacity of operating over ranges of several gigahertz (central frequency limited to 2 GHz).

Within this context, the LCPC (French national civil engineering research laboratory) has been involved for over 15 years in GPR techniques applied to road layer
thickness measurements [14, 15]. Research has focused on the design of a step-frequency radar technique capable of operating with very high central-frequency synthetic pulses over ranges of several gigahertz.

Independently of GPR impulse research, the step-frequency technique has been studied for years in the field of geophysics, primarily in order to reach a higher dynamic range with low internal noise, thus enabling investigation at greater depths [16, 17]. Since a network analyser features a broad operating frequency range, both deep and shallow testing can be conducted, depending on the chosen frequency band of the antennas and the type of application. This state-of-the-art technique has already been used in reinforced concrete inspections of decks and bridges, which were performed as part of a study on ultra-wide bandwidth antennas centred in the 3–5 GHz range [18], within the framework of a European project.

9.2.2.2 Step-frequency radar technique: A laboratory measurement device (a commercial network analyser) is used as both a radar generator and receiver. A synthetic pulse is reconstructed in the time domain, from a multi-frequency signal, using the network analyser and then transmitted to the radiating antenna. This then radiates a monochromatic wave series into the road pavement medium. Each EM wave is reflected and transmitted by the successive EM interfaces (i.e. in our case, successive interfaces of different road layers). The receiver converts the reflected EM waves into a recorded electric signal in which both the real and imaginary parts of the signal are retained. The recorded signal is mathematically transformed using an inverse Fourier transform in a time signal, similar to GPR impulse signals, containing echoes from reflections at the medium interfaces.

The major benefit of the system (step-frequency technique + Vivaldi antennas) stems from the potential for controlling an ultra-wideband around the central frequency for a given application, thereby allowing the construction of very short pulses at high central frequencies of over 2 GHz.

An HP8753C network analyser has been used for the various tests carried out. Owing to the low EM loss characteristic of the materials considered in our application, a high acquisition rate is attained without altering the shape of an ideal transmitted pulse. The parameters are thus chosen as follows: an output power of 10 dBm, a low frequency number (101 or 201), and a large filter bandwidth of 3000 Hz for a frequency band of 500 MHz–6 GHz.

9.2.2.3 The antennas: An ultra-wideband antenna has been developed at the Electronics, Antennas and Telecommunications Laboratory (LEAT), working in conjunction with LCPC [19]. The main activity of LEAT (affiliated with the University of Nice-Sophia Antipolis, France) involves the study of microstrip antennas from theoretical, numerical and experimental perspectives and EM research in general. The ultra-wideband antenna developed for road applications and shown in Figure 9.6 below belongs to the family of Vivaldi antennas [14, 20]. It has been created using the ‘stripline’ technology, displays a small lateral dimension and yields a bandwidth of greater than one decade (458 MHz–10 GHz).
All of the following experimental work was conducted in an air-coupled configuration, which implies the use of two antennas positioned at a constant height over the pavement.

9.2.2.4 Test site measurements: For GPR dynamic measurements, a customised software program, run from a laptop PC, enables recording data from the network analyser. Antennas are installed with a constant offset (distance between antennas) and then pulled over the road test sites (see Figure 9.6). Thanks to the LCPC large-scale testing facilities for roads (that include a dedicated site for performing GPR testing and a circular pavement fatigue test track), which are composed of distinct sections of various known roadway structures, several radar profile measurements could be derived.

Results were then compared with classical GPR profiles (using a GSSI device with the 1.5-GHz antenna – hence two antennas in one box). To facilitate comprehension of the test set-up, Table 9.1 summarises some of the technical abbreviations used and lists their respective acronyms.

The LCPC circular pavement fatigue test track is 6 m wide and 120 m long; it is usually constructed in four 30-m-long sections for the full-scale accelerated testing of pavements. A loading machine can apply between 50 and 70 kN at 70 km/h on four single half-axles (see Figure 9.7).

The system can operate under automatic surveillance practically 24 h a day. A large number of load applications per day reduces the time required to conduct
an experiment. A typical experiment on a pavement structure, which requires 2 million load applications (corresponding to an equivalent of 12 years of road life), can be performed within a 3-month period. Both the production and application of pavement materials are carried out with conventional construction equipment under very carefully controlled conditions. For this reason, the test site is very attractive and effective as regards GPR experiments.

The objective of the study has been to evaluate the performance and limitations of the step-frequency technique (for a 3-GHz central frequency) on thin pavements. To do so, we have tested several sections with various thicknesses of asphalt surfaces: BC, TAS and VTAS.
9.2.2.5 Bituminous concrete and thin asphalt surfacing road sections: The first transversal section, presented in Figure 9.8a, corresponds to a former loading experiment on SC rutting which had been covered by a standard 6-cm BC course outside the rutting. Figure 9.9 describes the structure and presents a comparison of the two types of radar profiles (3 and 1.5 GHz).

The sizeable EM contrast pertains to high amplitudes of reflected echoes at the interface between BC and SC. Owing to a relatively large thickness (6 cm and above), both radar profiles can detect the BC course and determine the arrival time of echoes.

Figure 9.8 Trenches of two different sections of the circular pavement fatigue test track

Figure 9.9 Radar testing parallel to trench 9.8a
a Step-frequency profile at 3 GHz; b GSSI profile at 1.5 GHz; c pavement structure
for thickness measurements, following a coring calibration. In both cases, it is easy
to localise the excess thickness due to rutting.

A range of 10 ns, for the 1.5-GHz radar profile in Figure 9.9b, enables detection of
the limits of bound and unbound granular materials. Moreover, due to a compaction
gradient on thick layers, every interface between two successive elementary SC layers
composing the base structure can also be identified.

The next transversal section, shown in Figure 9.8b, proposes a 4-cm TAS laid on
a CBGM base. As for the previous structure, the EM contrast is sizeable as a result of
the change in binder (asphalt and cement) at the TAS/CBGM interface. Owing to a
thinner TAS course and a low central frequency, the 1.5-GHz profile (Figure 9.10b)
is not able to isolate the TAS/CBGM interface without any processing, even though
it is visible on the profile. Nevertheless, the technique does yield a good global view
of the pavement structure.

With respect to the 3-GHz profile from Figure 9.10a, the pulse wavelength is
short enough to distinguish the TAS/CBGM interface from the surface without any
processing and to determine the arrival times accurately. A 4-cm layer is thus perfectly
included within the testing domain of such a frequency range.

9.2.2.6 Very thin asphalt surfacing road section: Another portion of the LCPC cir-
cular pavement fatigue test track has been devoted to tyre and road wear. Two kinds
of VTAS (0/10 and 0/6 grading analysis, respectively) were laid over a structure
composed of a 7-cm BC wearing course and a 37-cm BBGM base. Figure 9.11 and
Figure 9.12 provide a similar presentation to that in Figure 9.10.
Figure 9.11  Radar testing along the wheel axis on another pavement with VTAS
a  Step-frequency profile at 3 GHz;  b  GSSI profile at 1.5 GHz;
c  pavement structure

Figure 9.12  Radar profiles from Figure 9.11 after processing
a  Processed step-frequency profile (3 GHz);  b  processed GSSI profile (1.5 GHz);  c  pavement structure
Two general remarks can be made regarding Figure 9.11. Owing to identical components (aggregate and binder characteristics) in the two VTAS, no GPR distinctions appear using the first approach. The BC thickness thus appears to be closer to 4 cm than the expected 7 cm.

Although the first two layers are detected by the 3-GHz profile in Figure 9.11a, the VTAS thickness cannot be determined without any signal processing. As for the 1.5-GHz profile (see Figure 9.11b), the general structure is revealed, including some punctual striping between elementary BBGM courses. Nevertheless, the frequency range is too low to correctly detect the VTAS layer.

At this stage of the interpretation, some signal processing becomes necessary in order both to increase the signal-to-noise ratio and to eliminate any constant noise (including the surface echo). One such processing is called background removal: any time domain signal is subtracted from a constant one (or the average of several), with the result being presented in Figure 9.12. Similar processing could be used, but is not necessary for short profiles of this type.

For the step-frequency data, processing has begun from the maximum of the surface echo in order to analyse the figure more thoroughly. Owing to the short pulse length, Figure 9.12a is able to present both the surface echo and the VTAS/BC interface. On the other hand, the size of the 1.5-GHz pulse wavelength leads to both echoes from the upper and lower VTAS interfaces merging so closely that only the complete signal should be processed.

In both cases, the improved signal-to-clutter ratio has increased to allow better interpretation. Every course of the road structure is detected from the 1.5-GHz central frequency. Moreover, the VTAS/BC interface can be determined for thickness measurements at the 3-GHz central frequency.

9.2.2.7 Summary: The design of a step-frequency radar technique for very thin pavement layers has been studied. A network analyser, operating over the 500- to 6000-MHz range, has been combined with ultra-wideband antennas of more than one decade (450 MHz–10 GHz). Laboratory experiments have been conducted on various LCPC road test sites and results compared with classical impulse GPR.

The step-frequency profiles derived from these test sites have demonstrated the ability to detect and measure the thickness of both VTAS (3-cm average thickness) and the second course in the base structure, with a 3-GHz central frequency. Although these experiments were done with laboratory devices, the evolution in electronics will enable an increase in the step-frequency performance, both in terms of high rate acquisition and spatial resolution, and for it to become an operational technique. The new generation of network analysers should provide this capability.

Owing to the lower central frequency, experiments with a 1.5-GHz impulse GPR confirm the inability to detect such thin layers. Nevertheless, this central frequency range has enabled investigation of the quasi-global road structure and production of a correct diagnostic evaluation of the structure.

These experiments confirm that the GPR technique is part of high-speed non-destructive testing to be widely used in road surveys. In any event, signal processing, like background removal, and calibration are necessary for attaining sufficient
accuracy, while keeping in mind that GPR data interpretation is a delicate task and requires a GPR specialist.

9.2.2.8 Acknowledgments: I would like to thank the LEAT for a continuous and profitable collaboration and the LCPC Road Department, which is in charge of the circular pavement fatigue test track.

9.2.3 High resolution GPR testing of conduits and pavements
Dr Bob Whiteley

9.2.3.1 Introduction: Society has a major investment in built infrastructure – in particular, roads and, underground, nonferrous pipes. Wear, damage and normal aging processes mean that these assets require regular assessment and maintenance. Throughout the world, condition assessment of these assets that guides decisions to repair or replace is mainly achieved by visual or CCTV inspection. It is increasingly recognised that visual inspection alone is inadequate to effectively manage this infrastructure, and other technologies such as ground penetrating radar (GPR) are needed. These technologies have the advantage of penetrating the construction, non-invasively and nondestructively, and of observing conditions within and beyond the visible surfaces of tunnel liners and pavements.

A high frequency ground-penetrating impulse radar system operating at 1400 MHz has been developed to assist condition assessment of tunnel liners and pavements and to improve on visual assessment or CCTV methods. Features of this system include a portable, rugged antenna and control unit that allows safe field operation remotely in difficult and wet environments. A copper cable link with transformer isolation connects this unit to a remote voice intercom and digital acquisition/display system. Both analogue radar data and 2-way, hands-free voice communications are achieved over distances exceeding 500 m without any reduction in radar data quality.

Laboratory and field physical modelling using concrete models containing voids and other features that simulate deteriorated liners and pavements shows that the system has a minimum spatial resolution of 19 mm and can easily detect voids 50 mm thick at a depth of 200 mm.

Case studies from Australia demonstrate that the system locates distress and deterioration in concrete and brick liners and voids in concrete pavements. The studies show that the radar system can distinguish the sub-base and varying construction features in asphalt pavements.

It is anticipated that this high frequency radar system will be increasingly applied to improve the management of wastewater and road transport infrastructure.

The theory of the GPR method and its application are treated elsewhere [21, 22]. Essentially GPR exploits the large electrical property differences, principally dielectric constant, that are present between engineered materials in good or design condition and those that have deteriorated or are not performing to specification.
These electrical contrasts arise because specified structural materials (e.g. concrete, asphalt etc.) exhibit a small range of electrical property variation, whereas natural materials (e.g. air, water, soil, rock) exhibit a large range of variation and very different electrical property magnitudes from the engineered materials.

To be effective for liner and pavement testing a GPR system must, at a minimum, have the following characteristics: an effective operational depth range from about 50 mm to 0.5 m in a wide range of materials; an ability to operate in a wide variety of environments (wet or dry, surface or underground); immediate display for quality control; and optimisation of field procedures and interpretation.

A high frequency GPR system has been designed and constructed that meets or exceeds these requirements. Physical laboratory and field models, built to simulate damaged concrete liners and voided pavements, demonstrate the responses of this system to good and deteriorated conditions. Field examples show the successful application of the system at a number of Australian sites.

9.2.3.2 1400MHz radar system: CSIRO originally designed a high resolution impulse radar system for a range of applications [23] with a centre frequency in the range from 800 MHz to 3000 MHz. In 1998 this system was modified and ruggedised by Murray et al. [24] to achieve the necessary characteristics for liner and pavement testing, and antennas were re-designed with a centre frequency of 1400 MHz. The system is shown schematically in Figure 9.13, configured for underground operations. It has a nominal pulse resolution of 30 mm that is produced by a waterproof, bistatic antenna with the transmitter and receiver in one unit. The portable antenna has dimensions of 200 mm by 100 mm by 100 mm and is connected, via a short waterproof cable, to the control unit, which is mounted in a waterproof backpack carried by the operator. This enables safe operation in relatively difficult or hostile environments without direct visual contact. The control unit allows the operator to vary the radar acquisition time base from 4 to 25 ns, to set a variable gain in the range 0 to 40 dB and

Figure 9.13 Schematic diagram of 1400 MHz radar system configured for underground use
to choose from a number of linear gain slope functions. This unit is powered by its own 12 V supply and can operate for up to 7 h without recharging. It is connected via a copper cable link with transformer isolation to a remote voice intercom and digital data acquisition system. The combined analogue data and voice intercom has proved safe and reliable in many hours of operation. The isolated cable system (Figure 9.13) is a twin pair cable, each with its own shield and a shield around the pair.

Screened audio-type transformers are used for both information channels and have a frequency response of 100 Hz to 5 kHz. Three winding pulse transformers transmit the frame synchronisation pulse, which has a width of 15 μs at a repetition frequency of 56 Hz. At the remote data collection site (Figure 9.13) 12-bit digital data is acquired on a portable PC using specially written GPR Viewer V202 software (A.F. Siggins and Associates). This software allows the GRP data to be displayed as it is acquired and saved as a bitmap or in SEG Y format for further processing. The remote GPR operator calls location information over the intercom, and position marks are manually placed on the GPR record by single keystrokes at the computer. The radar data is displayed at 16 colour levels, and this display allows the computer operator to assess data quality and to request repeated or additional radar scans with different equipment settings if desired. This feature is particularly useful when anomalous features are observed on the radar images as more scans can be completed at the time without the necessity to re-occupy difficult sites.

9.2.3.3 Physical model simulations: The radar system was tested in the laboratory on a physical model constructed to simulate concrete tunnel liners with various levels of damage represented by sand, cemented sand, and cemented crushed rock with voids and metal reinforcing bars. The experimental set-up and results obtained are presented in more detail by Siggins and Whiteley [25]. For these models the system demonstrated a depth of investigation of at least 200 mm in concrete made lossy basaltic aggregate (a worst-case scenario), a spatial resolution of 19 mm, and detected metal-reinforcing rods and small voids (i.e. completely corroded reinforcing at 200 mm depth).

Figure 9.14 (from Siggins and Whiteley [25]) shows the radar image obtained with the system over one of the liner models. The crushed rock represents a heavily leached concrete zone. The cylindrical void represents a completely corroded reinforcing rod within the leached zone. The raw radar image shows both of these features clearly. Note that the direct pulse effectively obscures any information from the upper 50 mm of the model. The hyperbolic signature of the small void may be further processed using a diffraction stack algorithm [26] to sharpen the image of this feature. The processed image is also shown on Figure 9.14.

For pavement simulation, three 500 mm by 500 mm voids alternately in-filled with air, sand and water were placed below a 3 m by 3 m cast in-place concrete slab 150 mm thick (Figure 9.15). The slab was placed on natural clayey/sand soils and a quartz aggregate was used in the concrete mix. This simulation was 'blind' as the locations of the voids were not provided prior to the radar tests. The objective was to locate the voids below the pavement and determine the nature of the in-fill in each void.
Figure 9.14 Raw and processed radar images over a 'damaged' liner model

Figure 9.15 Radar image over 'blind' voids beneath model pavement
Figure 9.15 shows one of the GPR scans that crossed two buried features. These were interpreted to represent voids with air and water infill, respectively. This interpretation subsequently proved to be correct and demonstrated the ability of the 1400 MHz radar system to define narrow voids below typical pavements.

9.2.3.4 Case studies of tunnel liners: There are many types of tunnel liners in current usage, and the assessment of these provides considerable challenges [27].

9.2.3.5 Concrete liner: Prior to the construction of the Northside Storage Tunnel in year 2000 [28] the sewerage and wastewater requirements of about 1 million people on the northern side of Sydney were served by the NSOOS (Northern Suburbs Ocean Outfall Sewer). This is a cast-in-place concrete conduit with a flat or arched roof about 2.3 m by 2.3 m that was built over 70 years ago and extended since that time. According to design documents, the concrete liner is from 230 to 300 mm thick. A significant length of an older section of this conduit was hand-tunnelled in sandstone/shale rock, and it was known that construction problems were experienced where the tunnel intersected large joints and faults. Regular visual or CCTV inspection showed some areas of liner deterioration. A 5-km length of this tunnel was scanned with the GPR system in 'live' conditions. Access to the sewer was achieved via manholes that were about 500 m apart. Although it was not necessary to bypass-pump the fluids during the radar testing, even in low flow periods some sections had to be tested from a specially constructed raft to ensure that the radar antenna was in intimate contact with the liner. It was also necessary to rough-brush the liner surface along the radar scan profiles to remove excess sludge and other materials. In fact, this proved to be the major difficulty in acquiring high quality radar data.

The liner proved to be in relatively good condition overall considering its age except for a number of sections that the radar testing identified. Figure 9.16 shows a radar image of one 20 m length that shows significant liner distress. Where the liner

![Figure 9.16 Radar image showing significant distress in concrete liner](image-url)
was in fair or good condition and in relatively intimate contact with the rock (some minor voiding may be present), the GPR images show regular reflections as observed on the image from 0 m to 4 m. Where the liner surface is deteriorated, the shallow reflections become more irregular, e.g. from about 4 m to 12 m and from 16 m to 17 m. These areas were often noted on the CCTV inspection records but were sometimes missed because the sludge coating frequently thickened where the liner surface was degraded. The irregular radar reflection between about 0.2 and 0.3 m depth near the back of the liner represents the more serious problem of voids forming as a result of delamination of the liner from the sandstone rock which no longer supports it. A core of the material taken at 11 m showed that the liner was in poor condition with many pinhead voids, some as large as 5 to 10 mm in diameter in the interval 0.11 to 0.2 m. An open fracture was observed at the back of the concrete at 0.32 m with sandstone beyond this depth.

9.2.3.6 Brick liner: Some of the oldest and deepest buried infrastructure beneath major cities is the ovoid brick sewers and drains. Many are over 100 years old, well beyond their design life, but are still functioning. Unfortunately, they require substantial maintenance and are increasingly expensive to replace. High frequency GPR scanning of these conduits is a cost-effective method of assessing their condition. Figure 9.17 shows a cross-section of a typical double-brick drain in Melbourne,
Australia. In this case the double brick liner was cemented to the surrounding basalt rock in which the drain was constructed. The approximated dimensions are 1.5 m by 1 m.

The positions of four longitudinal 1400 MHz radar scans of this drain are also shown with an interpreted circumferential radar scan at 110 m along the drain. This image shows a common form of distress observed in the crown of these structures. Missing bricks at the crown provide further visual evidence of deterioration. Voids at the back of the brickwork near 0.2 m depth can be seen. The degraded concrete behind the brickwork produces a disturbed radar image. Further evidence from the radar image shows voids near the back of the concrete liner, indicating that it has delaminated from the rock. A drain in this condition was considered in danger of collapse, particularly if a surcharge event occurred after heavy rain. This condition was notified and the distressed liner was subsequently repaired.

9.2.3.7 Case studies of pavements: introduction: Road pavements are subjected to continuous wear and are exposed to the natural elements; consequently, major efforts are expended in condition assessment. A number of radar systems [29] have been developed for this purpose using both ground and air-coupled antennas that are deployed at relatively high speeds. While these systems allow considerable information to be gathered rapidly over a road network they generally lack the detail that can be achieved with the high frequency system described earlier deployed at slower speed (<10 km/h) with the antenna housed in a sacrificial casing and dragged along the actual pavement. The high frequency radar system may be used to examine new construction as well as the condition and style of older construction.

9.2.3.8 Concrete pavement: A new section of highway in Brisbane, Australia, was recently constructed with concrete pavement in two lifts each about 150 mm thick. Some construction problems were experienced and the owner requested that GPR testing and targeted coring be completed prior to commissioning. Figure 9.18 shows a GPR image of a 50 m length of this roadway. The section from about 230 to 255 m shows distress in the upper 150 mm of the pavement. The core obtained from this section has large irregular voids extending from the upper 50 mm (Figure 9.18). The voided section of pavement identified by radar testing was subsequently replaced.

9.2.3.9 Asphalt pavement: Most suburban roads in Australia’s cities and towns are constructed with asphaltic concrete (asphalt) – a mixture of cement, aggregate and bitumen on a compacted gravel sub-base. Over the years many of these roads have been repaired, widened and resurfaced. Records of these improvements are frequently incomplete or nonexistent, and managers are hampered in their ability to plan works programs without slow and costly coring at many sites. As asphalt has a good electrical contrast with the various sub-base materials, radar can be applied to determine pavement thicknesses. Also, electrical contrasts between different types of asphalt pavements and those laid at different times allow the construction history to be determined with the minimum of direct testing.
For this application the high frequency radar system is used along short sections of pavement around a selected area. This is normally achieved without road closure and with minimal disruption to traffic. As considerable variations are often observed within a given area, different radar signatures are also calibrated by coring. Figure 9.19 shows 20-m length samples of high frequency radar images from either side of an asphalt road in Melbourne, Australia. Below the western side of the road a total asphalt thickness of 0.19 m is present over a gravel base. On the western side of the road the total thickness exceeds this and is beyond the radar scan range that was set; however, a further 0.05-m layer of foamed asphalt has been added.

9.2.3.10 Summary: The specially designed and ruggedly constructed high frequency radar system operating at a central frequency of 1400 MHz has proved to be a useful and versatile tool for examination of the internal conditions of concrete and brick tunnel liners, readily identifying voids and distress. For pavements the radar system has demonstrated the ability to locate voids in concrete pavements and to discern the sub-base and differing construction in asphaltic pavements.

There are many improvements to the processing and analysis of the radar data gathered with this system that can be achieved for specific conditions and problems, including signal stacking, deconvolution and migration. It is anticipated that this and similar radar systems will be increasingly applied to improve the management of road and waste transport infrastructure.
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9.3 Concrete
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Radar testing of structural concrete is part of a research programme at Liverpool University that has been undertaken since 1990 by a team led by Dr J. H. Bungey. The work has been supported by SERC in co-operation with several industrial organisations and with Professor Forde of Edinburgh University. Attention has been concentrated on assessing the capabilities of commercially available apparatus applied to practical problems in the laboratory and on site. This has involved specially cast concrete slab specimens as well as the use of an oil–water emulsion tank facility developed to simulate slabs with a range of concrete properties, and to permit rapid variations to parameters such as reinforcing bar, pre-stressing duct or void configurations. This facility avoids the need for casting and curing of large numbers of concrete specimens and has permitted an extensive library of characteristic responses to be established.

Measurements were carried out using centre frequencies between 500 MHz and 1 GHz by means of GSSI SIR 8 and SIR 10 equipment.

A coaxial transmission line system has been developed to assess the relative permittivity and electrical conductivity of both fluids and hardened concrete specimens over a wide frequency range, and results are shown in Figure 9.20. This has assisted the development of emulsions for the simulation tank and permits concrete specimens
Figure 9.19  Radar images of sections of asphalt pavement
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Measurements were carried out using centre frequencies between 500 MHz and 1 GHz by means of GSSI SIR 8 and SIR 10 equipment.

A coaxial transmission line system has been developed to assess the relative permittivity and electrical conductivity of both fluids and hardened concrete specimens over a wide frequency range, and results are shown in Figure 9.20. This has assisted the development of emulsions for the simulation tank and permits concrete specimens
to be removed for conditioning. It has been used to assess the effects of concrete moisture content, which is a key factor in the successful use and interpretation of radar surveys. Work is about to commence to establish fundamental properties for a wide range of concrete types using this facility.

Computer modelling, using specially developed 2- and 3-dimensional ray-tracing programs and a commercially available finite element package, has been actively progressed.

The results from the studies at Liverpool University have permitted realistic assessment of the capabilities and shortcomings of the technique at its current stage of development with commercially available apparatus and software. The effects of reinforcing steel in masking deeper features are of particular importance, and effective minimum limiting spacings of between 100 mm and 200 mm have been suggested for 1 GHz apparatus, depending upon bar diameter and depth. Similarly, it may be possible to identify individual reinforcing bars at spacings down to 100 mm centres depending on bar size and cover. Void and crack detection is influenced by shape, size and depth, and whether air- or water-filled. Cubic voids are easier to detect than spherical, and water-filled voids easier than air-filled. Whilst 50-mm air voids could generally be detected, smaller sizes down to 20 mm required very precise apparatus adjustment, highlighting the practical difficulties in locating a small void or similar feature whose presence is unknown. Buried honeycombing is particularly difficult to detect, and highlights the critical aspect of optimum transducer orientation to minimise reinforcement influences.
It is clear that further improvements in interpretation capability hinge on knowledge of the fundamental electrical properties of concretes, with especial reference to the influence of pore fluids. For example, the accuracy of current depth estimates to reflective features may range from about $+45\%$ to $-15\%$ due to such uncertainties with a commonly adopted relative permittivity for concrete of 6.5, although this can be improved by calibration drilling.

Signal processing can be most valuable when trying to detect or identify small or complex features, but is expensive, and it is questionable whether extensive use of such facilities is justified in straightforward applications. Simple equipment giving basic monochrome plots may similarly often be adequate.

Ray tracing programs have been very successful in simulating radar responses to complex configurations. Finite element modelling incorporating open boundary elements is also highly successful in demonstrating the propagation of radar waves in materials with varying properties and discontinuities, and simulated scan patterns can be generated which closely match those obtained in practice. Such results provide a valuable aid to understanding and interpretation. Further information can be obtained from the Concrete Society UK, whose website address is http://www.concrete.org.uk/index.htm.

They have published a guide to the radar examination of concrete structures and further information on the report on ‘Guidance on radar testing of concrete structures’ [22] is given in http://www.concrete.org.uk/publication_tech.htm. Further information is given in References [30–35].

9.4 Concrete structures

Dr Christiane Maierhofer

The radar method is meanwhile applied as a very effective technique for investigating the integrity of concrete structures thanks to technological advancements over the past decade [22, 36–40]. In this context it is particularly suited for the assessment of large structures like pre-stressed concrete bridges [36, 39, 41–43], nonballasted railway tracks [44], and highways and tunnels [45–47]. Owing to the age of these structures, enhanced inspection efforts are required today [47], but radar can also be used as a part of a quality assurance system reducing high maintenance costs.

Typical testing problems related to these applications are the detection of reinforcement and tendon ducts [36, 42], dowels and anchors [48, 49], voids and honeycombing [45, 47, 48, 50], the thickness measurements of structures which are only accessible from one side [51], the location of delaminations between layered structures [43, 44, 50], and the detection of airgaps and moisture at interfaces [52, 53].

Table 9.2 presents a survey of frequently encountered problems when investigating concrete structures together with suitable alternative or complementary testing techniques and their respective limitations.

The applied radar measurement techniques have to be optimised to these problems by selecting the appropriate antenna type, antenna frequency, antenna combination and configuration, polarisation of the radiated electric field and the traces along which the measurements have to be performed. For data analysis, mostly filtering techniques are used for enhancing the contrast of detected objects to the background.
<table>
<thead>
<tr>
<th>Inspection problem</th>
<th>Method</th>
<th>Limiting conditions (guide only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location of untensioned reinforcement</td>
<td>Cover meter, impulse radar</td>
<td>Spacing between rebars should not be less than 7 cm for measurements with impulse radar.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Concrete cover should be less than 10 cm for measurements with cover meter.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>For both methods, the concrete cover should be less than 40 cm.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The spacing of the rebars above the tendon ducts should be not less than 7 cm for radar measurements.</td>
</tr>
<tr>
<td>Location of tendon ducts</td>
<td>Impulse radar, ultrasonic</td>
<td></td>
</tr>
<tr>
<td>Detection of voids inside the tendon duct (compaction faults)</td>
<td>Ultrasonic, still under development</td>
<td></td>
</tr>
<tr>
<td>Determination of thickness of concrete elements, which are only accessible from one side (e.g. concrete base plate)</td>
<td>Impulse radar, ultrasonic, impact-echo</td>
<td>Maximum thickness which can be measured: Radar: 0.5 m (500 MHz antenna). Ultrasonic: 2 m (max. grain size: 8 mm). Impact-echo: several m for stilts. The maximum depth resolution is 2 cm (2.5 GHz antenna).</td>
</tr>
<tr>
<td>Determination of the thickness of different layers at layered structures (i.e. nonballasted track beds)</td>
<td>Impulse radar</td>
<td>In any case, the destructive determination of compressive strength of a few cores is needed for correlation with the sound velocity. The voids should be larger than 50 mm. The depth should be less than 0.5 m. Ideally, untensioned reinforcement should not be present (radar).</td>
</tr>
<tr>
<td>Determination of compression strength of concrete</td>
<td>Ultrasonic transmission</td>
<td></td>
</tr>
<tr>
<td>Location of voids in masonry and of compaction faults in concrete</td>
<td>Impulse radar, ultrasonic</td>
<td></td>
</tr>
<tr>
<td>Detection of cracks in masonry and concrete</td>
<td>No method has proven particularly suitable up to now; ultrasonic is under development</td>
<td></td>
</tr>
</tbody>
</table>
9.4.1 Location of reinforcement and tendon ducts

In bridge construction, impulse radar has been applied very effectively in a number of cases to locate tendon ducts [36, 42].

With this method it is possible to prevent damage of tendon ducts caused by drilling to install noise protection walls or by taking cores. The location of tendon ducts is also important in combination with other nondestructive testing techniques such as the ultrasonic echo method used to locate compaction faults and magnetic field measurements to detect cracks of tendons [53, 54]. The measurement data presented in Figures 9.21 and 9.22 have been recorded on a pre-stressed concrete bridge with a length of about 150 m [43, 53]; see Figure 9.23. The supporting layer contained tendon ducts in the longitudinal and transverse directions. The ducts in the transverse direction had a diameter of 4 cm. The thickness of the supporting layer was 20 to 25 cm. Nondestructive investigations had to be performed for the location of concrete damage and defects in tendon ducts.

Figure 9.21 demonstrates three radar images recorded with different antennas in both polarisation configurations along a longitudinal trace of about 2.5 m in a

![Radar images along a 2.5 m long trace in longitudinal direction at area 1 (reference area)](image)

Top: 900 MHz antenna, polarisation parallel to antenna movement. Middle: 1.5 GHz antenna, polarisation perpendicular to antenna movement. The tendon ducts (S1 to S3) are marked with arrows. Bottom: 1.5 GHz antenna, polarisation parallel to antenna movement.
Figure 9.22  Radar images along a 2.5 m long trace in longitudinal direction at area 2 (repaired area)
Top: 900 MHz antenna, polarisation parallel to antenna movement. Middle: 1.5 GHz antenna, polarisation perpendicular to antenna movement. The tendon ducts (S1 to S4) are marked with arrows. Bottom: 1.5 GHz antenna, polarisation parallel to antenna movement.

Figure 9.23  Pre-stressed reinforced concrete bridge where tendon ducts should be located.
reference area (without visible deterioration). For the top diagram the 900 MHz antenna was used. The polarisation was perpendicular to the crossed reinforcement to suppress the reflection from the rebars. The radar image shows reflections at four transversal tendon ducts and at the bottom side of the supporting layer. The middle radar image was recorded with the 1.5 GHz antenna and the polarisation was parallel to the crossed rebars. Now the reflections from the rebars can be observed together with the reflection from the tendon ducts with much better resolution than at the top radar image recorded with lower frequency. Despite the depth, the reflections from the tendon ducts cannot be distinguished from the reflections from the rebars. Therefore, measurements with the 1.5 GHz antenna in the other polarisation configuration have also been performed. In the bottom radar image, the reflections from the tendon ducts are now stronger compared to the reflections from the rebars. The position of the tendon ducts is shown in the middle radar image by arrows. From these radar images, a concrete cover of the rebars of 5 to 6 cm and of the tendon ducts of 8 to 10 cm can be determined.

In Figure 9.22, three radar images belonging to a trace in a repaired area (repair section was visible) are presented. The traces have been taken by the same antenna combination and polarisation configuration as in Figure 9.21. The reflections from the tendon ducts as well as from the rebars are clearly visible. The concrete cover above the ducts is 10 cm, and the reflection from the bottom side appears at a depth of 25 cm. In the bottom radar image only a continuous reflection can be seen at a depth between 6 and 10 cm. This can be related to the reflection at the interface of the repaired area to the concrete deck containing detachments.

9.4.2 Location of dowels and anchors in concrete highways

In highway construction, concrete roads are designed with transversal and longitudinal false joints into which steel dowels or anchors are placed at right angles to each planned crack. The fitting of these dowels or anchors in fresh concrete is performed mechanically by pushing and shaking. If dowels or anchors are tilted relative to their planned positions, irregular cracks can occur which might result in concrete removal. Thus, for quality assurance the position of the dowels and anchors has to be controlled. After the fresh concrete has been hardened, this can be performed nondestructively by radar [49]. With this method it is possible to investigate the embedded depth (11 to 15 cm), an inclined position relative to the highway plane and an inclined position relative to the normal of the false joint.

To obtain the exact orientation of each dowel or anchor in three dimensions, a minimum of three parallel radar images has to be recorded. To minimise the errors related to slippage of the survey wheel, these three radar images should be taken simultaneously with three connected antennas and one survey wheel. Alternatively, a more precise positioning system should be used. The performance of radar measurements with the 1.5 GHz antenna and survey wheel is demonstrated in Figure 9.24, but this configuration might lead to larger positioning errors.

Figure 9.25 shows two radar images recorded with the 1.5 GHz antenna in two polarisation configurations along a trace parallel to and near a transversal joint. In both
Figure 9.24  Radar measurements with the 1.5 GHz antenna and survey wheel along a false joint

Figure 9.25  Radar images along an 8 m long transversal trace close to a joint of a highway concrete deck
The data have been recorded with the 1.5 GHz antenna. Top: polarisation parallel to the dowels; bottom: polarisation perpendicular to the dowels
polarisations, the horizontal position as well as the varying depth of each dowel can be determined from these data very easily and automatically by using special software routines. Also the reflection from the back-side of the concrete deck (interface concrete/underground) is visible, showing a concrete thickness between 17 and 23 cm. Some missing dowels can be detected in the otherwise regular structure.

9.5 Buildings

Dr R. de Vekey
Building Research Establishment, England

Radar will give reflections for many of the boundaries within built structures, and as a result can give information on (i) presence/position/size of nonvisible (hidden) features of buildings and (ii) on the quality of known features. For the scale of objects in built structures the bandwidth 0.3–1 GHz is the most appropriate.

The important boundaries in the built systems are:

(a) at the interface between solid material and a significant void
(b) at the interface between good concrete and poor concrete/mortar
(c) at the interface between concrete/masonry and insulation materials
(d) at the interface between large metal inclusions, e.g. reinforcement and other components
(e) at the interface between dry material and damp/wet material (since moisture alters the dielectric constant)
(f) where signals are re-radiated from metal objects which tune in some way to the wavelength used. Small objects such as ties, bolts etc. are likely to respond in this manner to the wavelength used for these investigations.

The main problems are:

1. If the material is wholly saturated or very wet the signal attenuation is such as to prevent the satisfactory use of the equipment.
2. New damp concrete or mortar has a very high attenuation and is virtually impossible to investigate.
3. Continuous metal, i.e. sheet or fine mesh reinforcement, will reflect all the incident ray, thus preventing any investigation of what lies behind it.
4. Some components of buildings are so complex that it is difficult to resolve the signals from the various reflecting objects.

9.5.1 Introduction

Most of the work carried out by the Building Research Establishment UK was carried out using a GSSI radar system on the following artefacts: walls and other structures made from mortared or dry-stacked bricks, blocks, dressed stone blocks, rubble and plain concrete.
9.5.2 Masonry

Although masonry is complicated by the array of bricks and joints, it is often relatively simple in structure, being composed of layers or sheets joined by bonding or by metal ties.

If a wavelength or antenna-orientation is chosen so that it is optional for the dimensions of the required target, then the following features can be detected in solid masonry: the position and layout of hidden voids such as chimneys; air ducts and other features; internal cracking; the thickness of walls; infilling of walls with rubble or poor concrete; the numbers of wythes (or rings in arches); the presence of buried metal such as cramps; reinforcement; fixings; straps; lintels; hidden pipe runs; chases and electric cabling; and, where localised, the position of damp areas. Work on detection of hidden objects is reported by Botros et al. [55] and Carr et al. [56]. Some work on masonry tunnels has been reported by Transbarger [57].

In addition, the following features can be detected in cavity walls: the thickness of the leaves, the cavity width, the layout and, to some extent, type of wall-ties, the presence of larger objects or blockages of the cavity. Only very limited research has been carried out and very little has been published. The technique has been covered in a review by de Vekey [58], and some examples of applications are given by Baston-Pitt [59].

9.5.3 Concrete system walls and floors

Typically, concrete walling and flooring elements consist of planes (flanges) of reinforced or pre-stressed concrete planks or prisms connected at intervals by webs and incorporating voids. Often site concreted joints and additional reinforcement are also present.

Walls may additionally have a finish such as wet plaster or dry lining of plasterboard over bats. The hollow sections may be filled with sand to increase the sound insulation. Floors typically have a finish on the soffit which may incorporate nominal reinforcement and a screed on the top surface which may incorporate heating tapes, reinforcement, pipes, conduit etc. They may also have additional reinforcement in the site-cast joints. Externally exposed components may also incorporate layers of insulation and surface weather protection.

Radar can give information on the dimensions, position, voids etc. in the various layers. A brief description of an investigation of some system flats using radar is given by de Vekey et al. [60–62].

9.5.4 Joints in concrete system buildings

These joints consist of a complicated junction between the top of a reinforced wall slab, an intersecting floor and the base of the next slab. They incorporate site-placed tying reinforcement, concrete and void-filling dry-pack mortar and insulation layers and a facing panel on the exterior. Although this represents the most difficult 3-dimensional structure to interpret, it has probably been the largest commercial application to date. On real structures it is very difficult to interpret the data from normal analogue radar
because of the complexity of the structure and the number of reflecting features. Analysis of the investigation of dry-pack quality on Ronan Point gave a disappointing correlation between radar data and visual exposure of the beds. De Vekey et al. [60] obtained some more statistically valid information by investigating model joints in a laboratory trial. With care the GPR image of the internal structure of buildings can reveal much about the internal structure, as Figure 9.26 shows.

Recent developments in in-situ characterisation of building materials are reported by Zhang et al. [63].

9.6 Tunnels

David J. Daniels

During the 19th century, when the railway system was the dominant means of mass transport, many tunnels and bridges were built as the rail network spread throughout Europe. These structures were generally made from brick and, owing to the high level of safety margin generally used by railway constructors, have survived well for over a century. The railway network in the UK still regularly passes through brick lined tunnels and over brick bridges. In the UK the outstanding pioneers of railway expansion were the Stephensons, both father and son, and Isambard Brunel, and their engineering and management skills still inspire admiration.

Some idea of the scale of the undertakings can be gained from the statistics of the work involved in building the railway line from London to Bristol in the early part of the 19th century. In 1836, Brunel started work on the longest tunnel then ever attempted, of some two miles (3.2 km), at Box. Six permanent and two temporary shafts of 8.5 m diameter were sunk from hilltop to railway level. The deepest shaft was nearly 93 m deep and, when the shafts were complete, work on the tunnel excavation
proper was started by the contractors. This excavation ran through mixed conditions: clay, blue marl, inferior oolite and oolite, and was eventually lined for 75% of its length with bricks. Gunpowder was used to blast away the rock, which formed 25% of the tunnel, but the remaining length was excavated by manpower and horsepower working in candlelight. Over the two and a half years taken to complete the tunnel excavation, a ton each of gunpowder and candles was used each week. Some 30,000 bricks were used to line the tunnel and over a quarter of a million cubic yards of soil was hauled out of the shafts in buckets by horsepower. The tunnel was completed in June 1841 although, even in those days, the final cost of tunnel construction was over twice the original estimates.

The safety record of such structures has been excellent, not only because of their intrinsic strength but also because of regular inspection procedures which have been carried out for many years. In the UK, the railway operators may wish to gather information on the integrity of the tunnel linings by inspecting both their internal condition and the depth of the masonry lining, and has therefore identified a need for an economical, rapid, nondestructive technique for tunnel-line inspection. Several examples of tunnel inspection using radar follow the first example of a bridge abutment.

A photograph of the abutment of the bridge is shown in Figure 9.27. The total area of the abutment wall examined was 3 by 6 m. A grid of 10 cm spacing was used in collecting data, and this produced an array of 30 by 60 time domain waveforms for processing.

Each x, z-plane of data was suitably processed, and it can be seen from the processed image in Figure 9.27 (lower) that there is a strong radar reflection in the centre of the scan (horizontal axis 6 m, vertical axis 1.5 m). This image (by virtue of its low-frequency energy content) was successfully interpreted to indicate an anomalous water saturated zone. Subsequent trial core samples confirmed the interpretation.

To generate radar images from known situations, a test rig with suitably simulated voids and anomalies 12.5 m long, approximately 1 m deep and 1.5 m high was built, as illustrated in Figure 9.28. The test rig comprised three continuous sections: the first section was designed to simulate various thicknesses of tunnel lining (varying from one brick to five bricks), the second to simulate vertical and horizontal delaminations, and the third to simulate various voids. The test rig was subsequently modified by extending the depth using a sand backwall. The void is in the centre of the radar image in Figure 9.28 (lower).

Radar measurements were taken on Gonerby Tunnel, which lies approximately 1250 m northwest of Grantham (UK) (Long. 0° 41'W and Lat. 52° 55.5'). The tunnel runs west-northwest, is approximately 520 m long and serves a dual track railway line. The tunnel was constructed in Victorian times and passes through lower lias clay with calcareous siltstones and thin sandstones and underneath middle lias, grey, sandy clay and micaceous clay 15–30 m thick. The roof of the tunnel lining varies in height from the railway line by typically plus or minus 0.75 m and in addition there is a step reduction in height at a distance of some 80 m from the south entrance of the tunnel. Photographs of the tunnel and its lining are shown in Figures 9.29 and 9.30. The tunnel was surveyed at the crown of the roof.
and a continuous radar image was recorded. A radar image of a typical undisturbed region is shown in Figure 9.31 and the thickness of the lining was calculated to be 0.56 m. A radar image of a typical disturbed region is shown in Figure 9.32. From this a composite map of high-level radar reflections was produced.

Since the work reported in the first edition SPR/GPR has become established as a recognised method by the rail industry. GPR surveys have been adopted as a best practice element for all Network Rail track renewal projects in the UK, and provide a continuous view of the ballast thickness and condition. GPR is a powerful tool in preventing ‘wet beds’ and hard spots, which have an adverse effect on ride quality and lead to rapid deterioration of the track.

Section 7.5 of the Network Rail Code of Practice recommends the use of non-destructive techniques including GPR, thermography and other geophysical methods as part of tunnel examinations. Tunnel surveys often use GPR and ground conductivity to provide a more comprehensive condition assessment than visual or hammer tapping surveys.
Figure 9.28  Radar survey of tunnel lining rig (courtesy British Rail)

Figure 9.29  Gonerby railway tunnel (courtesy British Rail)
Figure 9.30  Gonerby railway tunnel lining (courtesy British Rail)

Figure 9.31  Radar image of clear section of tunnel lining (courtesy British Rail)
9.7 Summary

GPR is used extensively in nondestructive testing of civil engineering structures and has proved a valuable tool for assessing their quality and condition. This application is one of the most successful uses of GPR, and road inspection in particular is now almost a routine NDT method. Provided that the velocity of propagation within the material is known, then it is possible to obtain accurate information and reconstruction of the internal composition of the structure. Road structures can be assessed in terms of the wearing course and condition of the sub-base. The quality of placement of internal steel re-inforcing mats can also be determined nondestructively. GPR has established a major role in this area, and for quality assurance of the state of structures will continue to develop and mature.
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10.1 Introduction

Forensic investigation using GPR has become a recognised method of forensic archaeology by means of some high profile case histories.

GPR techniques are one among a number of methods that can be used in forensic investigations and can greatly assist police investigations by pinpointing suspicious areas and thus saving unnecessary excavation.

In the UK, the Forensic Science Advisory Group provides impartial advice and technical support to the UK Police Forces. The Forensic Search Advisory Group represents a consortium of individuals with expertise in the location of buried or hidden remains. All members of the group have direct scene of crime experience and are committed to the use and development of technical and field skills for forensic purposes. The group and its aims have been recognised by the Association of Chief Police Officers (ACPO) Crime, Scientific Support Sub-Committee. The group is also advancing detection and recovery methodologies through an active programme of basic and applied research. It has been involved in international investigations and has contacts with similar groups in other countries.

The group also has an active publishable research programme part of which is based on controlled burial sites using animal carcasses. Four sites are currently in operation: two of these are dedicated to geophysical survey detection (one specifically for ground penetrating radar); one for aerial interpretation; and one for thermal change and the decay of associated materials. Other research is also being conducted at the universities of Bradford, Birmingham and Bournemouth on a range of associated topics. Search themes are also integral components of presentations delivered by members to police forces and associated personnel at various centres in the UK. Further information can be found on their website at http://www.brad.ac.uk/acad/archsci/external/fsag/fsagcode.html.

In the US, NecroSearch International is a nonprofit organisation that specialises in the search of clandestine gravesites and evidence. The goal of NecroSearch is to
develop a cost-effective systems approach, involving many different disciplines, that could result in a more efficient method of locating clandestine graves. NecroSearch pioneered a long-term field study, in which swine carcasses are buried and then subjected to ongoing scientific study. The research facility is located at the Highlands Ranch Law Enforcement Training Facility, Douglas County, Colorado, http://www.douglas.co.us/sheriff/Divisions/Investigations/NecroSearch.htm.

Forensic investigations should be multi-disciplinary and the following aspects should be considered when considering using GPR:

- availability of site plans of utilities
- availability of site information on burial sites of pet animals
- correct recording of scene and site evidence
- methods of removing surface vegetation and obstructing artefacts (note that GPR requires a reasonably flat surface to gather good data)
- time, manner and cause of death (state of decay of corpse)
- identification of state of remains to aid GPR interpretation
- recovery procedures of remains.

Because of the variability of the sites, the interpretation of GPR B-scan images is not easily carried out by those without significant experience of GPR forensic surveying. There have been situations where graduate students or general technicians have been employed to work on forensic surveys. Often these individuals have had little training and minimal experience and should never have been involved.

For good GPR survey results it is also vital that the ground is undisturbed by either the passage of heavy vehicles (which tend to compress the soil and give rise to unwanted reflections) or by digging. Once digging has been carried out, the soil structure is disturbed and effective GPR surveying becomes extremely difficult. The

Figure 10.1 Police investigations on Saddleworth Moor (copyright BBC News)
golden rule is that the site should be in a virgin state for best GPR results. For example, the situation shown in Figure 10.1 carried out in 1986 would make the use of GPR very difficult.

An excellent introduction to the principles of forensic investigation is provided by Hunter in ‘Studies in crime’ [1].

10.2 Principles of GPR forensic search

Dr Jon Dittmer

Police and law enforcement agencies frequently need to conduct searches which involve locating buried or concealed objects such as human remains, weapons caches, hides and drugs caches. Invariably, such operations are expensive, time-consuming and are manpower intensive.

The scale of the search will determine the potential costs that are incurred. For example, if the search is for a single human cadaver in a typical suburban garden, it will require the investigation of a variety of locations. A garden may contain flowerbeds, lawns, structures built on a hard-standing, patios, paths etc. A search will require all these to be investigated. The police scenes of crime investigators have a number of methods which can be employed to help narrow down the sites to be excavated. Such tools include dogs, forensic archaeologists using other geophysical techniques and initial evidence. Such methods may be helpful for soft ground, but for hard ground, such as concrete, these methods are of little help. In most cases, a complete excavation is required which will inevitably be extremely costly. The site needs to be thoroughly excavated, and if nothing is found the garden has to be reinstated.

GPR provides the means to conduct rapid, nondestructive investigations, which can alleviate the need to carry out extensive and expensive excavations. In skilled hands, GPR can be employed to search for and locate the types of target sought by the forensic investigators. Unlike searching for utilities and services, where the radar signatures tend to be well defined and typically hyperbolic in form, radar signatures of forensic targets are varied and, due to the wide variety of targets and scenarios, never the same. However, with experience an operator will begin to be accustomed to general patterns within the radar images.

It must be emphasised that GPR cannot provide an image of the buried remains. After several high profile cases where GPR had been used, the media portrayed GPR as a ‘magic wand’ which showed wonderfully clear images of skeletal remains ‘grinning’ at the operator. This is nonsense. GPR is simply another tool, which requires careful and skilled use. However, it can be a very useful and cost-effective way of searching a site and reducing unnecessary excavation.

10.2.1 Method

The key to a successful forensic search is, as with all surveying techniques, a sound systematic procedure. The site to be examined is scanned in two directions because the GPR antennas have maximum performance in a given direction of search. This is done so that a full picture of the sub-surface can be formed in the operator’s mind.
Even though the final aim of the survey is to locate items of forensic interest, the actual search must be a complete survey, locating pipes, cables and services. The basis of the survey is to locate anomalous features in the area. By a process of elimination, anything that cannot be readily explained must be regarded as suspicious. Therefore, the GPR investigator must know, as far as possible, the full layout of the property.

10.2.2 Graves

The principal targets of most forensic searches are human remains, or more specifically graves. A grave is simply a backfilled excavation in the ground, with buried human remains in some state. This means that there are two structures which can be used to identify the grave: the excavation and the remains. Figure 10.2 shows a sketch of a grave showing all the main features that may provide a measurable return. These features can be split into two groups, based on their origin: those that are due to the hole and those that are due to the human remains.

10.2.3 Remains

The remains are the objective of the investigation and therefore indications of a body are going to be the first thing the operator will look for. The state of the remains will determine the level of any return signal. The decay of the remains is influenced by a number of factors, including the length of time the body has been buried as well as the type of soil present.

Bodies buried in soils with a low bacterial content will tend to show lower levels of decay than those buried in soils rich in bacteria and oxygen. The wrapping around the body is also important as it can provide as large a radar target as the body. For example, if the remains are wrapped in carpet, the heavy carpet material will provide a sizeable target.

Bodies that have been dismembered will tend to decay more swiftly, but in addition the grave may appear smaller as the body parts can be stacked in a smaller hole. A concrete or other hard-standing solid cover over the grave will prevent a direct through flow of water, due to rain or other meteorological phenomena.
The way the body has been laid out will also affect the appearance of the corpse and size of the grave. Not all bodies are laid out full length and on their back. As mentioned above, a dismembered body may be stacked in a smaller hole. It is also not unusual for a body to be buried in a foetal position. This will again reduce the size of a grave.

10.2.4 Excavation

The excavation is also a source of potentially anomalous features which can be used to locate a grave.

If the ground at the suspected grave-site has a distinct structure, particularly horizontal layering, a cut may be visible. This effect may be visible as a distinct break in a clearly visible layer in the data, whereby the layer is absent for a short distance. In addition, this break may be accompanied by a region of disturbance, the fill of the grave. If the grave is under a concrete floor, the decay of the body and the subsequent settling of the grave may cause a void to form. This cavity will be obvious, as it will tend to cause the radar signal to resonate within the cavity, giving an enhanced return.

Figure 10.3 shows a radar section across a private garden. The regions of disturbance are typical of a response of a grave, either human or animal. One of the most frequently encountered graves in a forensic investigation is the pet grave, such as a cat or dog. An investigation will usually identify the probable presence of such a grave prior to the search. The detection and location of a grave will be desirable during the search, as it will give the investigator an idea of the likely state of preservation of a body in the prevailing environment, and will enable the search team to discount areas of the garden.

10.2.5 Test grave sites

To obtain a fuller understanding of how a grave can change over time, a number of police and associated scientific research groups have carried out programs of work on the graves of animals. Clearly, the use of genuine human remains is going to raise

---

Figure 10.3  Radar sections showing regions of disturbance typical of grave sites
ethical questions. However, the more typical occupant of a controlled test grave site is an animal that has died of natural causes. Pigs are often employed as they are similar in size to a human adult and more importantly have flesh and fat that decay similarly.

One such test site in the UK consisted of eight graves. There were many possible parameters that could be altered. Some of these were: the integrity of the remains, i.e. the rate of decomposition; the wrapping material, such as plastic bags, carpet etc. around the animal; and the overburden, i.e. concrete/hard-standing cover.

There are many combinations, but eight were chosen which covered most situations to some degree. Four were covered with concrete and four left open to the elements. The graves contained a variety of animals, some wrapped and some dismembered. Over a period of 5 years, the grave-sites were periodically scanned with GPR and a regular monitoring of the GPR images was carried out.

Figure 10.4 shows a B-scan cross-section of the grave site after 5 years’ burial and corresponds to the survey line shown dotted in Figure 10.5 which shows a plan view of the test site. Figure 10.5 shows a depth slice approximately 40 cm below the

Figure 10.4  Radar B-scan image of test grave sites

Figure 10.5  Plan (C-scan) view of test grave-site
surface. In the bottom central half of the plan, three distinct patches can be seen. These anomalies are due to voiding that has appeared beneath the concrete, which covers the four graves in the lower part of the Figure. In a real investigation, such anomalies would be regarded as suspicious. The forensic search team would be alerted to possible grave sites, which would be excavated. In addition to these anomalies, a patch of reinforcing can be seen towards the lower left half of the site. The presence of a reinforcing mesh might give cause for suspicion if it occurred in a location which did not require strengthening, or if it was isolated.

10.3 Case histories

The following Sections provide a short description of some recent case-histories where GPR has been successfully used to assist investigations. Given the evidential nature of the GPR search results, confidentiality limits full disclosure. The cases in Sections 10.3.1 and 10.3.2 were carried out by the ERA Technology survey team using SPR scan radar systems.

10.3.1 Frederick West
ERA Technology

GPR was brought to the attention of the general public in a dramatic fashion by the world’s media in the case of Frederick and Rosemary West. The police investigation was carried out by Detective Superintendent John Bennett of Gloucester Constabulary, aided by pathologist Prof. Bernard Knight. Media attention was considerable, as with all cases involving the most depraved and sadistic human behaviour. Some of the headlines are shown in Figure 10.6.

In February of 1994, the Gloucester police started to dig the garden at 25 Cromwell Street. They were searching for and found the remains of his daughter Heather, who had disappeared several years earlier. However, pathology evidence showed indication of other bodies and a more extensive search was commissioned. The structure of the property was regarded as unsafe, so that normal excavation of the cellars and other rooms would have been hazardous. A GPR survey carried out by a team from ERA Technology located suspicious sites within 25 Cromwell Street and enabled the police to recover the remains without excessive excavation (see Figure 10.7).

The West’s victims first found in the garden of Cromwell Street were Alison Chambers, 17, from Swansea, who was murdered in 1977, Shirley Robinson, 18, lodger and Fred’s lover, who was murdered in 1977, and Heather West, 16, Fred and Rose’s eldest daughter, who was murdered in 1977. In the building at Cromwell Street the following were found:

- Linda Gough, 21, a seamstress from Gloucester, who was murdered in 1973
- Lucy Partington, 21, a university student, from Gotherington, who was murdered in 1973
- Carol Cooper, 15, a schoolgirl from Worcester, who was murdered in 1974
- Juanita Mott, 19, from Newent, Glos, who was murdered in 1975
Figure 10.6  Media coverage of the West case

- Shirley Hubbard, 15, a schoolgirl from Worcester, who was murdered in 1975
- Therese Siegenthaler, 21, a Swiss hitchhiker, who was murdered in 1977.

Charmaine West, 8, who was murdered in 1972, was found beneath 25 Midland Road, Gloucester. The fields at Much Marcle contained the graves of Ann McFall, who was murdered in 1967, and Rena Costello (Fred’s first wife), who was murdered in 1970.

Frederick and Rosemary West were arrested and sent for trial. On New Year’s Day 1995, just as the media interest was waning, Frederick West hanged himself in Birmingham’s Winson Green prison, where he was awaiting his trial on 12 murder charges.

In October 1995, Rosemary West was tried at Winchester Crown Court for 10 murders. She was found guilty on all 10 counts by unanimous decision and jailed for life. The Home Secretary has since told her that she will never be released. The case against Rosemary West was closed and, in October 1996, Gloucester City Council demolished 25 Cromwell Street.

Various speculative theories were proposed by individuals as to the existence of further murder victims. Media interest continued in view of the notoriety of the
case, and some tabloid papers suggested that further police investigation should be carried out.

10.3.2 Marc Dutroux

ERA Technology

GPR was called in by the Belgian Police to help search for the victims of Marc Dutroux.

Marc Dutroux was convicted in 1989 for the rape and abuse of five young girls and sentenced to 13 years in prison. He served three years before being released for good behaviour in 1992. On 15 August 1996, Belgian police raided Dutroux’s house, where they discovered a soundproof concrete dungeon in the basement. This was cunningly concealed behind a false concrete wall mounted on steel runners, and an earlier inspection by police had failed to discover the dungeon. Inside were two young girls, Sabine Dardenne, 14, and Laetitia Delhez, 12. Both girls had been sexually assaulted and filmed pornographically by Dutroux.

It was clear that many unexplained disappearances of young girls and women in the region of the properties owned by Dutroux and his associates might be solved by extensive searching with GPR (Figure 10.8). The ERA Technology radar search team, working in heavy rain and gale-force winds, during late August 1996, found several suspicious areas in a shed in a garden at Jumet (see Figure 10.9). These were
Figure 10.8  Radar investigation by ERA radar team of the field at Much Marcle (copyright Gloucestershire Echo)

Figure 10.9  Site at Jumet under investigation (Photo DR)
subsequently identified as the graves of Eefje Lambrecks, 19, and An Marchal, 17, who had been missing since August 1995.

The police investigation was not seen by the Belgian public as effective or efficient, and in mid-October, 1996, following the dismissal of Jean-Marc Connerotte, the investigative judge in the case, one of the largest peacetime marches in Belgium’s history since World War II took place. Allegations of an extensive perversion of justice and impeding of the investigation by corrupt officials led to a march through the centre of Brussels by more than 300,000 people dressed in white, a symbol of innocence. They demanded reforms within the political and judicial system.

Six years after his arrest, Marc Dutroux first heard the charges read out to him. A public announcement was expected. Investigating judge Jacques Langlois would be likely to focus the indictment on Dutroux’ responsibility for the kidnapping, sexual abuse and imprisonment of six girls and the subsequent death of four of them.

10.3.3 Victims of the 1918 Spanish flu epidemic
Les Davis

In 1918 Spanish flu swept the world. Over a period of 18 months between 20 and 40 million people died.

In 1997, an international group of scientists travelled to the graveyard of Longyearbyen, a remote mining town on the Norwegian island of Spitzbergen, 1300 km from the North pole, to investigate the grave sites of seven Norwegian miners who were buried there after succumbing to the Spanish flu (see Figure 10.10). The graves are now 80 years old and the team used ground penetrating radar to locate the burial site and retrieve the bodies of the seven miners from the permafrost. Davis et al. [2] reported the site investigation in detail.
The objective of the investigation was to recover tissue from the corpses, which should have remained frozen in the permafrost. The reconnaissance survey was conducted in Svalbard, Norway, by Mr Les Davis of Sensors & Software (SSI) and Mr Alan Heginbottom of the Geological Survey of Canada, along with a team of leading scientists from Canada, the United Kingdom, Norway and the USA. The sub-surface graves were located using a pulseEKKO 1000 ground penetrating radar (GPR) system, which uses radio waves to nonintrusively map changes from underground features.

The GPR findings indicated the probable grave locations of seven young men who died from the 1918 Spanish flu virus in the acute stage of the epidemic. The GPR data also suggest that the bodies may have remained frozen for the past 80 years, because there were indications of reflections from within the permafrost layer. This information helped the scientists evaluate whether it is feasible to safely recover traces of the Spanish flu virus from the bodies. The GPR results also enabled the virologists to progress to the second phase of the project, namely exhumation of the bodies. Exhumation would be conducted with strict attention to safety, conservation of heritage aspects, and with respect for the deceased.

Pinpointing the graves minimises the area to be excavated, which can ultimately save time and money. The chances of the recovered material being infectious are small due to the permafrost ground temperature and the depth of the graves. Over the past 80 years, the annual range of ground temperature ranged between approximately −4°C and −10°C, a very poor environment for survival of viable virus. Despite the extremely low risk, the second phase of the project was conducted with every safety precaution.

On 21 August 1999 excavation was started. With suitable biological protection equipment, the team started excavation of the site indicated by GPR. The first three coffins were discovered within a metre of the ground surface and finally all seven coffins were discovered to have been above the permafrost and thus subject to higher temperatures, which would not have preserved the tissues. The coffins were opened to salvage whatever scraps of tissue and bone they could find, in a last ditch effort to get genetic traces of the virus.

(For more information on the 1918 Spanish flu project, please contact Dr Kirsty Duncan, Project Leader, by fax: 416-247-2126, or for technical information about the GPR surveys contact Les Davis by email: terad@sympatico.ca)

### 10.3.4 Investigation of potential mass grave locations for the Tulsa Race Riot

A significant investigation was carried out by Dr Robert Brooks (State Archaeologist) and Dr Alan H. Witten (University of Oklahoma), and this sub-Section is a précis of their paper, which is found on the website at *The Investigation of Potential Mass Grave Locations for the Tulsa Race Riot*. This section is an abstract from their publications [3–6].
On the nights of 31 May and 1 June 1921, the City of Tulsa witnessed a racial conflict between whites and the minority black population living in the Greenwood section.

There were an undetermined number of deaths, both black and white, with estimates ranging from the official count of 36 to approximately 300.

In the spring of 1998, it was recommended to the Tulsa Race Riot Commission that a search for mass grave sites be attempted through use of geophysical investigations. Based on the cost-effectiveness of examining large areas and the noninvasive nature of the methods, geophysical examination of Newblock Park, Oaklawn Cemetery, and Booker T. Washington Cemetery appeared to be the most reasonable approach to study of this issue. The Commission at their February 1999 meeting approved the use of geophysics to examine for potential mass grave sites.

The search for mass graves at the three locations was carried out with a Sensors and Software pulse EKKO 1000 ground penetrating radar unit (GPR). Ground penetrating radar was selected for this initial examination because of its successful use in detecting both prehistoric and historic graves in a variety of settings. As noted in the Maki and Jones report [6] the GPR unit may locate anomalies through reflections from disturbed soil associated with the grave shaft such as bones, coffins, grave goods, and breakdown in normal soil conditions. Antennas with two different frequencies, 450 MHz and 225 MHz, were used. The higher frequency antenna was used to obtain better resolution, although this frequency also experienced a loss in the depth of ground-penetration. The antenna utilised was determined by local soil conditions at each locality. Each of the three potential mass grave locations was also sketched and a grid imposed over the area to be examined.

10.3.4.1 Summary: Between July 1998 and November 1999, geophysical investigations were conducted at three locations thought to potentially represent sites of mass graves for victims of the Tulsa Race Riot. Examination of select areas at Newblock Park and Booker T. Washington Cemetery through use of ground penetrating radar failed to reveal any features suggestive of a mass grave.

Initial study of Oaklawn Cemetery with ground penetrating radar revealed a number of individual internments but no evidence of a mass grave. With an eyewitness account permitting a narrowing of the search window, a second examination was conducted at Oaklawn Cemetery. Through use of electromagnetic induction and ground penetrating radar, a 5-m (15-ft) square anomaly with vertical walls was identified within the area pointed out by the eyewitness as where a trench was dug for burying riot victims.

While this evidence is compelling, it cannot be viewed as factual until the feature has been physically examined by excavation to determine if this represents a grave site, and, more importantly, if a grave, whether it contains multiple individuals. The situation at Oaklawn Cemetery has been further complicated by cemetery records indicating that an adult white male had been buried there shortly before the riot and two white children were buried within the boundaries of this feature following the riot. This information seems contradictory to the presence of a mass grave at this location.
10.4 Summary

GPR has been used very successfully to assist forensic investigations. Its prime benefit is to pinpoint suspicious areas within a generally specified zone. This saves considerable wasted excavation. The survey should be carried out by an operator experienced in forensic applications of GPR and one who can use information from site drawings and other search techniques to eliminate spurious results. GPR cannot generate images of the resolution of X-ray images, but it is invaluable as an aid to improving the efficiency and cost effectiveness of forensic investigations.

For good GPR survey results it is essential that the ground is undisturbed by either the passage of heavy vehicles (which tend to compress the soil and give rise to unwanted reflections) or by digging. Once digging has been carried out, the soil structure is disturbed and effective GPR surveying becomes extremely difficult. The golden rule is that the site should be in a virgin state for best GPR results. This means that the police or investigating authorities should call in GPR surveying at the outset of the investigation.

10.5 References

Chapter 11
Geophysical applications

11.1 Introduction

This Chapter describes some of the geophysical applications of ground penetrating radar (GPR). There is now a wealth of information on the probing of rocks, soils, snow and ice, and the contributors to the second edition have concentrated on two specific applications, namely frozen materials and borehole radar. The reader should not infer that probing of rocks and soils has not been a major activity over the last decade, and papers by Peters et al. [1], Pettinelli et al. [2], and Sato and Lu [3] are typical examples of the variety of studies and applications of GPR to geophysical applications. The author felt that there was sufficient information in the various conference proceedings, referred to in the introductory chapters, on conventional GPR probing of rocks and soils, and it would be useful to emphasise the more specialised applications of GPR in terms of geophysical probing. Thus, the material of the first edition has been retained, but the contributions to the second edition have emphasised those particular aspects of GPR. For those readers wishing to research the broad range of GPR studies related to stratigraphic analyses, the following organisations have regular conferences and publications. The Geological Society of America (GSA) at http://www.geosociety.org/ and the Society of Exploration Geophysics (SEG) at http://www.seg.org/ will be valuable sources of information.

As an example, a conference of the GSA in November 2003 at Seattle, USA (Advances in stratigraphic analyses using ground penetrating radar) considered the following topics:

1. hydrocarbon reservoir characterisation, whether on actual reservoir rocks or analogues
2. environmental site characterisation, where the development of facies models is used to make predictions on contaminant transport and/or fate
3. hydrogeophysics, including fracture characterisation of aquifers
4. geological hazard analysis, including volcanogenic, seismic or landslide related
5. analyses of stratigraphic facies development, including aeolian, fluvial, glacio-
logical, coastal (both lacustrine and marine).

Further information on the GSA conferences can be obtained from Harry M. Jol,
University of Wisconsin-Eau Claire, e-mail: jolhm@uwec.edu.

### 11.2 Applications relating to frozen materials

An early use of radar to probe into glaciers was by Steenson [4]. Steenson concluded
that radar techniques were a viable method of measuring ice thickness. Cook [5]
proposed an airborne system, and many surveys have been subsequently carried out
from helicopter and fixed wing aircraft.

Waite and Schmidt [6] found that pulsed radar altimeters gave erroneously low
readings over ice and snow in the Antarctic, and suggested that some accidents
may have been caused by incorrect readings. In 1963 at the Scott Polar Institute,
Cambridge, UK, Evans [7] used radar techniques to measure ice thickness and glacier
depth of up to 3 km in the Antarctic (see Figure 11.1).

There followed much work by researchers from the USSR, USA and UK in the
Antarctic investigating the ice and snow cover. A popular review of Antarctic ice
work is by Radok [8] and also by Kovacs and Morey [9] in a series of reports for the
US Army.

Biggs [10] reported on the profiling of the Great Lakes using a 2.8 GHz short
pulse radar which was initially mounted on an aircraft and subsequently towed above
the ice surface.

Hall [11] described the use of a short pulse radar of centre frequency 480 MHz,
mounted on a helicopter, to perform an aerial survey of the route of the Alaskan
pipeline. The radar profiled the permafrost to depths of 3 m. Permafrost was also
investigated by Unterberger [12], who used an airborne radar of conventional design.

![Radar profile of Antarctic ice (courtesy Scott Polar Institute)](image-url)
This operated at a centre frequency of 250 MHz with a pulse length of 2 s, radiated by a ten element Yagi antenna array. Working in Alaska at Umiat he probed up to 600 m in permafrost test wells. Rodeick [13] showed the clear detection of a ‘thaw bulb’ in permafrost using a 120 MHz antenna and an impulse radar.

Work in the USSR involved radar probing of ice in the Siberian sea and glaciers on the island of Bendetta. Using an airborne radar operating at 38 MHz, and with phaseshift keying modulation, Lukashenko et al. [14] (USSR) probed through ice formations. From a height of 1500 m the radar detected reflections at ice depths of up to 120 m.

Finkelstein [15] (USSR) reviewed a number of applications of airborne radar to investigate sea ice and freshwater ice. By means of a system operating in the frequency region 20–130 MHz, measurement of sea ice thickness up to 2.5 m was achieved. Annan and Davis [16] also describe measurement of ice thickness and freshwater bathymetry. Recent investigations of seawater ice have been made by Cambridge Consultants Ltd (UK), and aspects of this work are reported in Oswald [17].

Work by Bishop et al. [18] resulted in probing the Vatnajökull icecap in Iceland to a depth of 600 m using 2 MHz radiation transmitted from 60 m resistively loaded wire antennas. Dong et al. [19] reported probing of the Hispar glacier.

Stratigraphy of snow has been the subject of a number of studies, including those by Ellerbruch and Boyne [20] and by Fujino et al. [21]. These involved FMCW systems [21] using the frequency range 2–12 GHz. Such frequencies, high by most sub-surface radar standards, are possible in snow probing because of the low loss of frozen water, and because its density is low (mean relative permittivity in the region of 1.5).

An Anglo–Swedish team investigated glaciers using a pulsed radar with a central frequency of approximately 60 MHz. This work was carried out in the Swedish Arctic at Storglaciaren. Successful probing of the glacier at depths of up to 40 m were achieved. Deeper penetration was obtained with a radar working at 5 MHz. Multifrequency (8–10 GHz) holographic investigation of snow has recently been reported by Sakamoto and Aoki [22] with a view to location of objects buried by snow avalanches. Similar investigations have been carried out by Daniels as a means for detecting skiers engulfed in avalanches. A picture of one of the volunteers and the radar reflection is shown in Figure 11.2.

11.3 Snow and ice research with ground penetrating radar

Steven A. Arcone

11.3.1 Introduction

This Section describes recent progress at the US Army Cold Regions Research and Engineering Laboratory. Radar studies of snow and ice, and of the systems used, appear to have expanded exponentially since the early 1990s. Almost every issue of the Journal of Glaciology and the Annals of Glaciology contains several studies that either exploited radar to achieve their objectives or developed radar to further research.
Both ground-based and airborne studies have spanned depth ranges from a few cm of river ice sheets [23] to multi-km soundings in Greenland and Antarctica [24–26]. The objectives have included not only the determination of sheet thickness, but also of internal layering [26], delineation of hydraulic pathways [27], crevasse detection [28], delineation of possible cavities and water bodies [29], and precise delineation of bed topography and reflectivity [30]. The systems used include the classical, airborne radio echo sounder (RES) [24], standard short-pulse transient radar [31], CHIRP modifications to the RES system [32], frequency modulated continuous wave FMCW radars [23, 27, 33] and synthetic pulse radars [34]. Although the purpose of these efforts was to investigate glaciologic or climatologic processes, a secondary objective of system development pervades because each research group usually designed, modified or found a novel way to use radar to achieve their objectives.

At the US Army Cold Regions Research and Engineering Laboratory (USA CRREL), a division of the US Army Engineering Research and Development Command (ERDC), we have been developing and applying GPR to snow and ice problems in Alaska and Antarctica since the 1970s. We have generally used pulses with frequency spectra centred above about 50 MHz, and this limit, for short-pulse transient GPR, has generally defined the lower limit of 'high resolution'. Although such frequencies can well penetrate the 2–4 km thickness of Antarctic ice, the need to digitise these signals for accurate reproduction currently prohibits their use over the time ranges needed to sound such depths. Consequently, they are used for the top few hundred metres or less. As a general rule, the higher the frequency the less the penetration
recorded, but not necessarily the actual signal penetration that occurred. In pursuit of ever-improved vertical and horizontal resolution, USA CRREL developed the first continuously profiling FMCW system in the early 1990s, first investigated the possibility of beam forming for bed topography mapping in the late 1990s, and, since 1999, have obtained firn and ice profiles with 400-MHz commercial, short-pulse GPR at time ranges and depths which exceed by a factor of ten those previously published. This work is reviewed in this Section.

11.3.2 Transient short-pulse and FMCW radar

By far the most common types of radars used for high-resolution studies are transient short-pulse and frequency-modulated continuous-wave systems. Transient short-pulse radar, long referred to as impulse radar, is currently commercially available from at least four manufacturers. In these systems pulse brevity is all important. A short current pulse is fed to a short dipole, which is resistively loaded and closely spaced with the receiver dipole (Figure 11.3). The loading ensures that the current pulse will be totally attenuated by the time it reaches the end of the antennas. The short lengths produce very wide radiation directivity patterns.

Nevertheless, the dielectric properties of the ground cause the beam to narrow somewhat in both principal radiation planes [35]. The peak power output is usually less than a few watts for antennas that radiate pulses with spectra centred at about 400 MHz and higher, and less than about 30 cm apart, but may be several hundred watts for separations greater than 1 m. This latter case is typically of frequencies below 100 MHz.

![Figure 11.3](image-url) A pair of shielded, 500-MHz short dipoles used in GPR. The ruler is 30.5 cm (12 inches) long.
Figure 11.4  Pulse waveform radiated from a GSSI Model 5103 '400-MHz' antenna unit. The initial signal is the direct coupling.

A typical radiated short-pulse shape, or wavelet, is shown in Figure 11.4, along with the directly coupled signal between transmitter and receiver antennas. Theoretically, a doublet (one cycle) is the shortest pulse that can be transmitted. Practically, it seems that the 1.5 cycle pulse of Figure 11.4 is the shortest that can be achieved. A certain degree of 'ground-loading' also occurs when the antennas are in contact with the ground; the fields induced in the near-surface react on the propagating current pulse to slow it down and alter its frequency characteristics. This, of course, results in decreased resolution. Fortunately, snow and ice generally have little effect on the wavelet, and so it appears very similar to the shape transmitted in air when the antennas are raised above ground. The major advantages of transient systems are the ability to view the waveform and thus to interpret frequency and phase changes for target information, and a flexibility to determine any time range within acceptable digitisation parameters.

FMCW radars (Figure 11.5) operate differently. The signal fed from the transmitter to the transmitter antenna is continuous but of increasing frequency, and repeats every few to tens of milliseconds. Over this duration frequency may change as little as from 1.0 to 1.2 GHz or as much as from 1.0 to 13.0 GHz. The wider bandwidths give increased resolution. While the signal is radiating from the transmitter antenna, it is simultaneously fed directly by cable to the receiver circuit. The reflections from distant targets then combine with this directly fed reference signal through a mixer. The degree to which the two signals are out of frequency synchronisation depends on the target distance. The mixed signal is then lowpass filtered to obtain the difference
Figure 11.6  

The resulting spectrum is discrete (Figure 11.6), with different frequency spikes representing 'pulse' returns from various targets. Events are: a time sidelobe (artefact of processing), $t_s$; reflection from snow surface, $r_1$, reflection from snow bottom, $r_2$; multiple reflection between surface and helicopter, $r_3$; and probable conduit, $r_4$. The major advantages of this system are the very little power per frequency radiated, the simplicity of construction, and the direct digitisation of the mixed signal. The major disadvantages are the slow trace acquisition rate and, so far, a practical difficulty in gaining any performance on the ground below about 500 MHz with low gain antennas. To date most systems have been used above the ground with directive horn antennas.
operating at about 500 MHz and higher, whereas transient radars have been used from 2 to 1500 MHz.

11.3.3 Firn layering and isochrones

For geological applications radar is primarily a reflection profiling device rather than a detector of anomalies. Radar horizons in polar ice [24, 26] and firm [36] reveal depositional processes which are assumed to represent isochronal events. As such they are used for core site selection, to calculate historical accumulation rates, and to understand the dynamics of stratigraphic genesis. The coarse vertical resolution (about 15 m) of the waveforms of the more commonly used, classical airborne 35–60-MHz RES system does not lend itself to interpreting yearly or even decadal accumulation processes, especially near the surface. This resolution limitation has led to the use of higher frequency, FMCW or chirped radar profiles to determine recent historical accumulation rates [34, 37] in firm. The use of such radar can thus overcome the spatial limitations of snow pit studies and possibly resolve annual or multi-year depositions, which are on the order of tens of cm/year in water equivalent, throughout much of Antarctica. In topographically complex areas, local accumulation rates are affected by the interaction of topography and wind [38, 39], which might significantly thin, thicken, fade or pinch annual stratigraphy and thus also affect local chemical deposition rates.

ITASE [40] is primarily a climatologic research study covering the last few hundred years (Figure 11.7). The traverses radiated from Byrd Surface Camp (BSC). The dashed portions of traverse except for those near the South Pole show where a particular set of horizons were continuously tracked from 30 to 90 m depth. The dashed segment near the South Pole also allows continuous tracking of horizons. From 1999 to 2002 a 400-MHz radar was used to profile firm in different parts of West Antarctica (Figures 11.7 and 11.8) in order to find sites suitable for coring, and to extrapolate the dated horizons between core sites [40, 41]. The 400-MHz pulse length appears to offer optimum vertical resolution while still being able to penetrate the entire firm regime. Horizons at 1500 ns at 8192 16-bit samples/trace were finally detected through constant experimentation and recording through the 1999 and 2000 seasons. This time range is about ten times greater than previously reported for this frequency range with a transient type GPR. Generally, reflections fill the record to a time delay of about 1000 ns, or about 92-m depth. In interior West Antarctica, ice, defined as firm of about 0.83 kg/m$^3$ density (at which point the firm is no longer permeable), is encountered by about 60–70 m depth. In early December 2001, section was profiled in which reflections were discernible throughout the entire record [40].

More important than penetration, however, is continuity, examples of which are shown in Figures 11.9 and 11.10. This profile is 181 km long and stretches west from Byrd Surface Camp. The 348 X horizontal compression reveals strong stratigraphic changes caused by differences in accumulation rates between hills and valleys. The profile was the first attempt to cover the firm regime in Antarctica. It was recorded at only 600 ns (about 56 m depth), and it shows the most dramatic stratigraphic changes seen throughout the entire programme. The apparent folding is not of tectonic origin
Figure 11.7  Traverses of the International Trans-Antarctic Scientific Expedition (ITASE) in West Antarctica superimposed on a topographic map

(the ice is actually in extension here), but is primarily caused by a combination of accumulation differences between leeward slopes (less deposition) and windward slopes (more deposition) and ice velocities (from left to right) of nearly 50 m/year. Both the full profile and the detail show the degree to which a single horizon can change its depth relative to the surface. The full profile contains horizons that change as much as 36 m just within the firn regime, while the detail shows a horizon at 11 m depth (at 76 km) that drops to 27 m at 80 km. By following the structure of vertical sequences, one can track a particular horizon or set of horizons throughout the entire record. In Figure 11.9 at least two of the deeper horizons have been tracked as far south from Byrd Surface camp as 334 km, as far west as another 181 km and about 200 km north (see the dashed lines in Figure 11.7).

The cause of these horizons is debatable. It is well accepted that in firn at high frequencies, only density can cause radar reflections [31, 42]. The known conductivity values of firn [43], and probable level of conductivity anomalies based on electrical current measurements [44], suggest that conductivity contrasts could only provide about a −90 dB reflectivity value at 400 MHz. Add to this geometric spreading losses,
and the 16-bit 96 dB dynamic range of the radar system is then greatly exceeded. The question then is: what kind of density contrast could persist over huge areas? Currently we believe that it is thin ice layers, usually situated above hoar layers, evidence for which over wide areas is discussed by Shuman et al. [45, 46]. If true, these radar
records document a history of thermal events. These layers are far more numerous per metre than are annual layers, so that they probably represent a superposition of closely spaced isochronal events but not individual annual events.

Further possible evidence that they are associated with hoar events is shown in a profile (Figure 11.11) from near Siple Dome in West Antarctica, which compares radar horizons with layers of hoar, but much more sophisticated correlations are needed. In the Figure, note that the hoar layers documented in a snow pit along the profile (data courtesy of Gary Koh, USA CRREL). Currently, we think that all such very shallow layers in polar firn profiled at 400 MHz and higher are continuous layers of relatively low density hoar or relatively high density ice.

Firn in polar regions is well below 0°C, dry, and provides the best penetration of radar signals for any geology. The transformation of polar firn to ice takes 40–100 m, which might represent hundreds of years given accumulation rates of only 30–50 cm of snow per year. In contrast, on temperate glaciers, by early summer the deeper firn can be near saturation. This greatly limits penetration but speeds up the ice formation process in winter. Firn depths can range from a few to tens of metres, but rarely more. The heavy accumulation rates of meters per year in areas such as southern Alaska can provide many reflecting surfaces through one year, and the total depth of firn may represent only tens of years accumulation.

Figure 11.12 shows a 135-MHz airborne profile recorded over the Bagley Ice Field in southern Alaska, along with a high altitude photograph obtained on 7 September,
Figure 11.11  A 2–6 GHz FMCW profile of the upper few metres of snow near Siple Dome in West Antarctica
Horizontal scale 100.0 m; vertical scale 2.0 m

Figure 11.12  A 135-MHz airborne profile, 23 June 1994, across the saddle of the Bagley Ice Field, located in the Chugach Mountains of south central Alaska
1994 (thin line is flight line). The Bagley feeds the Bering Glacier, and the two together form the largest single glacier system in North America. The profile is 50 km long and shows the onset of firn formation both to the east and to the west. In the middle is where the Bering Glacier begins. There are only a few distinct layers before the layering fades beyond recognition, at a maximum depth on each side of about 20–25 m. The ice depth here may be as great as 800 m. However, the maximum penetration we were able to achieve was only about 60 m [47].

The horizontal compression of the profile eliminated numerous diffractions from buried crevasses, and revealed the layered firn stratigraphy within the accumulation zones. The large arrow indicates a multiple reflection between the antenna and the surface. Arcone [47] shows how diffractions were used to calculate radiowave velocity, from which water contents were derived. The velocities were used to calibrate the depth scales on the east and west sides, and the quantity \( n \) is the average refractive index of the firn.

### 11.3.4 Crevasse detection

Transient GPR is now commonly used in Antarctica for advance crevasse detection. The complex structure of crevasses provides a myriad of diffractions which allow advance detection at distances of as much as 20 m. This distance is sufficient for very slow moving vehicles. In addition, deeply buried crevasses are often overlain by sagging snow bridges, whose dipping layers can be detected in advance, also. Crevasses usually exist within the highly stratified firn, so that the termination of the layers against the crevasse walls provides ample diffractions. In addition, crevasses can contain exfoliated ribbons of ice that cross the cavities, ice lenses in the snow bridges and delaminated and sagging bridge layers, all of which provide strong diffractions. As for the crevasse itself, the void presents a discontinuity in the firn stratigraphy and so is often well imaged in a reflection profile. The process is analogous to seismic detection of unstratified salt domes existing within an otherwise highly stratified sedimentary sequence of rocks.

Figure 11.13 shows a profile of one of several crevasses that exist within a shear zone near McMurdo Station, Antarctica. The profile was recorded with a 400-MHz antenna positioned about 5 m in front of a snowmobile. The slope of the hyperbolic diffraction asymptotes gives a radiowave speed of about 0.21 m/ns, which is the correct value for firn of about 0.5 kg/m\(^3\) density. The approximate width of the crevasse is correct, considering the oblique crossing of the profile relative to the strike of the crevasse.

### 11.3.5 Hydraulic pathways

Glacial discharge provides water for some European communities, and the drainage system is related to surging characteristics of glaciers. The drainage begins with surface melt, which first drains through crevasses and moulins (a large hole that formed when water continued to cut through the lip of a crevasse as the crevasse closed up with glacier movement). Some glaciers have fields of potholes, the origin
Figure 11.13  A crevasse profile (bottom) from a shear zone located on the Ross Ice Shelf in Antarctica
The disruption in the firn stratification forms the void at 20 m distance. The raised tyre tube on the right contains the antenna unit used to obtain the profile. Arcone and Delaney [28] discuss crevasse detection of which is not well understood. Such a system exists in the high accumulation areas of the Black Rapids Glacier in central Alaska (Figure 11.14).

In 1996 a 1.2–1.7 GHz FMCW radar (Figure 11.5) was tested on this glacier to delineate any possible drainage structures. The snow surface was windblown smooth and the snow cover was marginal because we were in the ablation zone. Some of our results are shown in Figure 11.15. The radar horizons are actually sequences of hyperbolic diffractions and not a continuous horizon. The narrow beamwidth of the antenna may have allowed us to image only parts of this feature. Based on these intermittent returns and our proximity to the pothole field, we speculate that these horizons are sinuous drainage channels [27]. The dip of the horizons is less than about 16 degrees. Sub-surface drainage channels nearly parallel with the surface do exist, because in the summer water is commonly observed to rush in and out of these potholes.

11.3.6 Bed topography
The lack of a directional sub-surface beam pattern for GPR requires either wave migration to resolve bed topography or a synthetic aperture procedure to artificially produce a narrow beam. Both procedures require many measurements at precisely defined positions to obtain three-dimensional data coverage.
Figure 11.14  Aerial photograph of the Black Rapids Glacier in central Alaska
The glacier flows from west to east. The marked lines are radar traverses obtained in 1996 [27]. The Black Rapids is a temperate glacier which surged in 1937.

Figure 11.15  Radar horizons (left) beneath transect S3 (Figure 11.14)
These are constructed of diffractions, and interpretation of one of the events as a sinuous drainage channel (right). The labelled events on the left are surface reflection, \( r \), surface multiple, \( m \), possible conduits, \( a \) and \( b \), and possible conduit reflection multiply reflected between the surface and the helicopter, \( c \). The intersections of the radar beam with parts of a meandering conduit possibly cause the diffractions.
We tried a synthetic aperture scheme for data we recorded in 1997 on the small Gulkana Glacier, located in central Alaska. We located a 100 m x 300 m grid near one of the margins to ensure complexly dipping bottom topography, and recorded 50 parallel profiles with a 50-MHz short-pulse GPR (Figure 11.16).

Background clutter was removed from the data, data were deconvolved, and surface elevation corrections were applied. The surface recordings were separated into several sub-arrays and we synthesised a narrow 'flashlight' beam which could point in any direction, both beneath the sub-array and outside it. It was determined that the beam was correctly pointing in the normal direction to the bottom surface gradient when the returning signal was focused; i.e. the return signal appeared as close as possible to the waveform shown in Figure 11.3. In this way the bottom surface was synthesised, point-by-point (Figure 11.17). The results showed large differences from conventional two-dimensional migration, as well as a complexly dipping bed that could never have been resolved with standard, two-dimensional schemes.

Figure 11.17 was generated using data recorded in overlapping sub-arrays (small rectangle at surface). Rays from different directions and ranges were added until a focused wavelet (coloured portion in upper left (as shown on the CD enclosed)) was formed. Moran et al. [30] show how this was done.

11.3.7 Lake ice

This final example is also the simplest. Lake ice covers are generally smooth, composed of columnar ice, and the water below is highly reflective. In the Arctic, lakes can freeze to 1.5 m deep and so the ice is often grounded. In 1993 several lakes were profiled near Prudhoe Bay, Alaska, with FMCW 5- and 10-GHz radars to delineate the grounded from the wet portions. The antennas were mounted from a Hagglunds all-terrain vehicle (Figure 11.18). The profiles (Figure 11.19) not only revealed the thickness of the ice but also that of the snow cover. In addition, by contrasting the reflection strengths between the water and grounded bottoms the dielectric constant of the grounded bottom was estimated.
Figure 11.17  The constructed bottom topography based on the results of beam forming

Note that in Figure 11.19 the Arctic lake is partially frozen to the bottom [33]. Three traces from the X-band profile are shown. The floating character of the ice is interpreted from the strong reflections, and a multiple reflection is apparent in these segments of the profile. The penetration of these short wavelengths shows that space-borne radars are capable of sensing snow and ice to several, if not tens, of metres.

11.3.8 Future directions

Future developments are driven by scientific and logistical questions. Two important scientific questions regard the state (frozen or unfrozen) and disposition of the bed of polar ice sheets, and the continuity of highly resolved internal layers. These data will help to answer questions regarding past climatic variability and the future of ice sheets with regard to global warming. A high-resolution, bottom-mapping radar is needed to obtain the same kind of data shown in Figure 11.17, but at depths of up to 4 km and over immensely larger areas. Such radar systems are being developed but the logistics of maintaining precise positional control over hundreds of kilometres remains difficult.

Logistical requirements in polar areas primarily require crevasse detection but over large regions where research parties might plan to situate. RADARSAT (5-GHz) imagery, produced and provided by the Canadian Space Agency, has already shown
Figure 11.18  C-band (4–6 GHz) FMCW antennas mounted from a tracked vehicle travelling just south of Prudhoe Bay, Alaska

Figure 11.19  FMCW C- and X-band (8–12 GHz) profiles of the ice thickness on an Arctic lake
its ability to detect not only crevassed areas, such as shear margins, but possibly even crevasses themselves, such as the one shown in Figure 11.13. As resolution improves, we will be able to determine whether the 5-GHz signals respond to the crevasse itself or to the snow bridge, and over what area.

11.4 GPR sounding of polythermal glaciers

Prof. Svein-Erik Hamran

11.4.1 Introduction

Radar sounding of glaciers was one of the first application areas of ground penetrating radars [24]. Glacier ice is a very radar friendly material, where the permittivity, approximately 3.2, is almost constant as a function of ice temperature and radar frequency. Water is often encountered in snow and ice, and has a permittivity of 88. This makes a large contrast to ice, and water is therefore easily detected with radar. The electrical conductivity is very small in ice, making the absorption loss as the wave propagates through the ice very small. Thus, the glacier ice is almost transparent for radar waves in the frequency range 1–1000 MHz. This makes it possible to sound the glacier with wavelengths from some hundred metres to a few centimetres. The wavelength can then be chosen depending on the physical scale to be studied.

A glacier is built up by physical structures covering a large span of length scales. The large-scale structure is the depth or bottom topography of the glacier. The internal structure of the glacier may be layers or inclusions like free water. The exact physical size of the free water inclusions may not be known, but may range from metre to millimetre length scales. The snow depth ranges from centimetres to a few metres, and the snow pack may have firn layer and ice lenses with dimensions from cm to mm. To map all the different scales that exist on a glacier, a GPR-system able to cover the frequency range from 1 to 1000 MHz should be used.

In the following, a description of the glacier where the data are taken, and the radar system used to collect the data, is given. Then experimental radar data are used to illustrate the effect of using different radar wavelengths to study the bottom topography, internal structure and snow cover of a polythermal glacier.

11.4.2 Polythermal glacier

The radar data used in this Chapter were collected at Finsterwalderbreen, Svalbard, Norway. Svalbard is an island north of Norway almost up to 80 degrees north. The glacier (see Figure 11.20) is land-terminated, 11 km long, with an area of 35 square km. The glacier is classified as polythermal, as most of the glaciers on Svalbard are [48]. A cold glacier is frozen and has a temperature lower than zero degrees. A temperate glacier is at the pressure-melting point and has free water inside. A polythermal glacier has regions where part of the glacier can be temperate and other parts can be cold (see Figure 11.21 for a vertical cross-section of a polythermal glacier). The temperature of the accumulation area is very often at the pressure-melting point.
Figure 11.20  Map of Finsterwalderbreen showing positions of radar profiles

Figure 11.21  Vertical cross-section of a polythermal glacier
down to the bed, except for a thin surface layer, which reaches a few metres during winter. Ice at pressure melting point at high altitude is due to percolation and refreezing of melt water. The release of latent heat in summer eliminates the conductive heat loss during winter. The ablation area at lower altitude on the glacier usually has a cold surface layer of 30–100 m, and is underlain by warm temperate ice. Close to the margins and at the front, the glacier is usually frozen to the bed. The thermal structure is important for ice flow velocities, hydrology and surging behaviour of glaciers.

11.4.3 Radar system

The ground penetrating radar system used to collect these data was a time-gated step-frequency radar [49]. The system has been used in several data collection campaigns on glaciers [48, 50–53].

The step-frequency waveform is time-gated to remove the direct signal between the transmitter antenna and the receiver antenna [49]. The radar system covers the frequency range 1 MHz to 3 GHz. The frequency range transmitted depends on what antennas are used. In this study three frequency bands were used: 30–80-MHz end-fed broadbanded dipoles, 320–370-MHz Yagi antennas and 600–1000-MHz log-periodic antennas. The radar was mounted on a sledge and pulled by a snow-scooter (see Figure 11.22). The transmitter and receiver antennas were positioned at each side of the sled mounted on a fibreglass tube. Power was supplied from a generator on the sled. A wheel behind the sledge with an optical trigger device controlled the horizontal distance between each measurement. The radar data were stored directly on hard disk on a portable computer during data collections. Typical mapping speed was 10–20 km/h.

Figure 11.22 The photograph shows the radar set-up with UHF Yagi antennas and odometer wheel at the back
The radar transmits 201 frequencies for each collected range profile. The fre-
quency domain data are zero padded and multiplied by a Hanning window function,
before an inverse Fourier transform is taken to generate the reflection profile in the
time domain. The data presented here are intensity modulated plots of the magni-
tude of the reflection profiles on a logarithmic scale. The depth scale is obtained
using a relative permittivity value of 3.18 for the ice. In the snow pack a value of
2.1 was used.

11.4.4 Bottom topography

When radars designed for cold ice measurements were used on temperate glaciers the
bottom could very often not be detected [54, 55]. The cold ice radars were operating
in the VHF- and UHF-bands. The reason for not detecting the bottom echo was
not that the absorption of the radar wave as the wave propagates through the water
inclusions was too large. Very often the problem was scattering from the free water
inclusions inside the ice. The radar is probing with a spherical wave, so scattering from
water inclusions may come in the same range cell as the bottom echo. The scattering
from the free water may be stronger than the bottom reflection, effectively covering
it up.

The solution was to reduce the frequency so that the radar wavelength was much
longer than the size of the water inclusions. Then the scattering from the free water
was reduced and the bottom echo could be detected. If a frequency of 5–20 MHz is
used, the scattering from the water inclusions on a polythermal glacier on Svalbard is
not seen [48]. Figure 11.23a shows a radar profile, at 30–80 MHz, along the centreline
of Finsterwalderbreen. The glacier depth is starting at 30 m and increases down to
250 m. In the beginning of the profile only the bottom echo is seen. At around 2 km
distance some internal scattering from the glacier in seen. This is scattering from the
free water inside the glacier. From 4 to 5 km the bottom echo is difficult to see due to
scattering. The horizontal layers in the upper 20 m of the data are ringing noise due
to a fault in one of the antennas.

11.4.5 Internal structure

Already at 30–80 MHz, as seen in Figure 11.23a, scattering from the free water in the
temperate zone is visible. Increasing the frequency up to 320–370 MHz gives even
more scattering, as shown in Figure 11.23b. The two radar profiles are taken along
the same tracks. The temperate layer is starting at distance 700 m and is seen all along
the profile. The bottom echo can be seen as a diffuse reflector down to 170 m. Internal
scattering horizons have been detected on several glaciers on Svalbard [56–58].

Detailed studies combining radar measurements and temperature measurements
in boreholes have shown that the depth of the first radar scattering corresponds to the
pressure-melting point isotherm [52]. Based on a combination of bottom topography
and UHF-sounding, the overall thermal structure of the glacier can be mapped by
radar sounding.
11.4.6 Snow cover

The snow thickness is mapped using frequencies at 600–1000 MHz, Figure 11.24a. The first 2.4 km show a reflection stemming from the snow/ice interface. From 2.4 km and beyond, strong scattering at increasing depth is clearly seen. From 3.3 km at depths of 5–20 m even stronger scattering is present, which is believed to come from ice layers. This is also indicated in the UHF (320–370 MHz) profile in Figure 11.24b. The temperate layer seen as strong scattering in the beginning of the profile is coming up to the surface at around 3 km.

11.4.7 Summary

A GPR system covering the frequency range from 5 to 1000 MHz can map all the major physical regions in a polythermal glacier. Low frequencies (5–20 MHz) can map the bottom topography, UHF frequencies (320–370 MHz) can detect the pressure...
Figure 11.24  (a) Radar profile at 600–1000 MHz showing the snow thickness in the accumulation zone on Finsterwalderbreen; (b) radar profile at 320–370 MHz along the same profile as (a) (from Hamran et al. [59])

melting point isotherm, and frequencies at 600–1000 MHz can map the snow cover. Together, the radar measurements give a picture of the cold ice zone, the temperate ice zone and the snow layer.

11.5 The Prestige oil spill

Dr Henrique Lorenzo

The Prestige oil tanker was carrying more than 77 000 tons of oil cargo when, on 13 November 2002 it was damaged in a fierce storm, 45 km off the coast of Spain. Almost immediately, 5000 tons of oil leaked into the ocean and washed ashore along the Galician coastline (see Figure 11.25).
During the next 6 days the Spanish authorities and salvage ships tried to tow the Prestige further out to sea. However, the first 2 days the Prestige was towed NW, but then it went to the south, parallel to the coast of Galicia. During this time, about 20,000 tons of oil from the Prestige leaked and arrived on the Galician coast. The Prestige had suffered extensive damage, so it soon took on water, broke in half and sank on 19 November. The remaining cargo, over 50,000 tons of oil, remained trapped in the cargo hold and went down to the ocean floor with the rest of the ship. The ship is today on the bottom of the ocean, at 4000 m depth, and still leaking oil to the sea through cracks in its two parts. It is not clear how the wreck will be dealt with or when action will be taken.

About 900 km of the coast in Galicia, north of Spain, Portugal and France are affected by the oil spill and more than 200 beaches just in Galicia are contaminated (see Figure 11.26).

The major issue in identifying the level of contamination rests with the action of the tides, wind and weather. The tidal process is that the first tide brings fuel over the sand but, if it is not removed, the next tide puts clean sand over the fuel and the beaches appear to be clean. Layers of fuel contamination appear at different depths in the sand, from some cm to 1–2 m. The lateral extent of the contamination can vary, from less than 1 cm to more than 1 m. The fuel can be in compact layers, but also in small pieces called 'coockies'.

The use of GPR is difficult due to the presence of salt water from the sea, where the attenuation of the salt laden wet sand is excessive (see Figure 11.27). Tides on the coast of Galicia are strong in the winter, with differences of 3–4 m between low and high tide, and also with high sea storms. We are using GPR in some inland areas,
Figure 11.26  Cies Islands beach during clean-up operations

Figure 11.27  Surveying the beaches of Galicia after the oil spill with GPR
which are also under the influence of these storms and high winter tides. Most of these places normally remain out of the influence of the tides during spring and summer time. Sand may be dry or wetted from the rain; this is also a problem because of salt particles present in the sand.

The issues in using GPR are due to:

- the effect of salt water
- oil layers at different depths and with different lateral extents
- multiple layers
- changes in the electromagnetic properties of fuel versus time: it emulsifies with the sea water; it also emulsifies with the fresh water if it is exposed to the rain; it dries in contact with sand (also depending on water content in sand pores); it is an organic mixture which evolves with the attack of micro-organisms
- changes in the electromagnetic parameters of sand depending on weather conditions and tidal influence (it affects the impedance contrast between sand and fuel).

Remedial work is also complicated because accurate location of contamination is needed and this is difficult because markers are simply washed away by the tides.

Ten tests at different beaches have been conducted to investigate the following:

- dry sand versus liquid emulsified fuel: this showed good contrast at 50 cm depth, 10 cm wide layer
- dry sand versus very dehydrated fuel: this showed poor contrast at 50 cm depth, 20 cm width and 25 cm depth
- fresh water versus wet sand versus liquid emulsified fuel: this showed very good contrast
- salty water/wet sand versus fuel: this showed high attenuation in the first cm, but some surprising good results depending on salt content and influence of rain (fresh water) and the water table.

Figure 11.28  Radar image from layers of oil in sand
Radar systems operating at 500, 800 and 1000 MHz have been used, depending on the estimated depth of the layers and their widths (see Figure 11.28). A cart with wide wheels has been adapted to survey the beaches. A survey wheel has been used to acquire data and a differential GPS to obtain UTM co-ordinates of the positions of the profiles and the layers detected.

11.6 Peatland investigations

Dr Paul Hanninen
Geological Survey of Finland.

The Geological Survey of Finland have carried out many surveys of peatland. Peat thickness results obtained by means of ground radar in peatland investigations are substantially more comprehensive than those yielded by drilling. The radar profile provides data on the thickness of peat layer and the nature of the underlying mineral soil (Figure 11.29) as well as information on the internal structure of the peat (Figure 11.30). Accurate depth maps for the bog concerned can be provided by combining radar cross-sections. Although it is impossible to identify layers of gyttja, e.g. lake mud, which are rich in organic material, they can be distinguished from peat fairly easily when they are rich in mineral material.

Ground penetrating radar can be utilised best for the examination of open, unditched peatland areas, but is more difficult to use in bogs, which support forest or contain a dense network of ditches. The results can be used for the planning of ditching (outlet ditches, environmental ditches, field ditches), road networks and precipitation basins in peat mining areas, and for evaluating the quantities of garden peat and fuel peat obtainable from peat mining areas.

80–500 MHz antennas can be used in peatland investigations, the low frequency ones lending themselves best to the measurement of peat layer thickness and the high frequency ones to the obtaining of data on the surface layer and on moisture differences between peats. The use of high frequency antennas is hampered by their sensitivity to interference, as a result of which there must be no other medium between

---

**Figure 11.29** Radar cross-section of a peat bed (courtesy Geological Survey of Finland)
the antenna and the object measured. This means in practice that the antenna cannot be pulled on a plastic or glass fibre sledge, for example, but must be moved along the bog surface at walking pace.

11.7 Soil contamination

Dr Jan K. van Deen
Grondmechanica Delft, Holland

Spill of polluting substances heavier than water is one of the serious problems of environmental engineering. From the source of pollution the substance migrates more or less vertically through permeable layers until it meets an impervious (e.g. clay) layer. From there on it spreads horizontally, collects in shallow depressions of the clay layer, follows the slope of the clay boundary and may even leak through missing parts (holes) of the clay layer. It is generally difficult to discern the pollutant itself directly in the radar reflection; however, delineating accurately the upper surface of the clay layer is as effective, since it guides the sampling strategy to the depressions where large amounts of pollutant may be expected and to the holes with their possible risk of leakage to deeper layers. Figure 11.31 shows a contour map of the top of the clay layer in a situation where the primary surface (clay) had been artificially covered by a 3–5-m-thick sand layer as a foundation layer and working area for industrial activities.
The Figure shows clearly the (former) topography as well as a large missing part in the clay at the west side of the terrain.

11.8 Geological structures

Dr van Overmeeren
TNO Institute of Applied Geoscience, Holland

The accuracy of present surface based geophysical methods to study shallow sub-surface geology, i.e. down to 40 m below the surface, is not always adequate. A higher definition is required, for example, for dealing with soil and groundwater pollution, for measuring the groundwater level, for the construction of deep foundations and tunnels, etc. A ground penetrating radar (GPR) system is being developed at TNO Institute of Applied Geoscience. This combines a greater exploration depth with a more complete integration of acquisition, processing and interpretation of data, while remaining highly cost-effective. The ground penetrating radar system will contribute to the more efficient management, exploitation and protection of the sub-surface environment.

High resolution, seismic reflection methods fail to provide sub-surface images of the shallow zones (<40 m), which become increasingly more important in hydro-geological and, often related, environmental investigations. GPR at low frequencies (<200 MHz) is a geophysical technique that is similar and complementary to seismic reflection methods; based on wave propagation, highly detailed continuous sub-surface images (sections), showing reflecting interfaces between contrasting layers, are obtained by both methods. The deeper zones, where seismic reflection reigns, are out of reach for GPR. In the shallow zones, however, GPR is indispensable for obtaining images of high resolution.
For several decades, GPR has been used for engineering surveys, at depths of several metres below the surface. Only recently, however, with the advent of digital instrumentation and low frequency antennas, exploration depths have been extended (in favourable terrain) to several tens of metres, opening the door for GPR to the groundwater domain – hence the name ‘ground penetrating radar’.

The use of GPR for groundwater can be applied to sandy sedimentary environments of high electrical resistivity.

In the Netherlands, its use is confined, limited to the elevated areas of the east where sandy deposits in push moraines and terraces prevail, and groundwater is found at depths ranging from 10 to over 40 m. In the lowlands of the western part of the country, clayey deposits and brackish and saline groundwater at small depths having low electrical resistivities mostly impede the use of GPR because of attenuation of the radar waves. The coastal sand dunes here constitute radar-friendly exceptions, and typical radar cross-sections are shown in Figure 11.32.

11.9 Soil erosion

Dr Jan K. van Deen
Delft Geotechnics

Part of the coastline of the Netherlands consists of dikes, which are at many places provided with a revetment of rip-rap, asphalt or concrete blocks to protect the clay surface layer of the dike against wave attack and erosion. Behind the concrete blocks,
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### Figure 11.32 Radar cross-section of sand dunes (courtesy TNO)
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### 11.9 Soil erosion

*Dr Jan K. van Deen*

Delft Geotechnics

Part of the coastline of the Netherlands consists of dikes, which are at many places provided with a revetment of rip-rap, asphalt or concrete blocks to protect the clay surface layer of the dike against wave attack and erosion. Behind the concrete blocks,
However, erosion channels develop through erosion of the clay due to water entering through the seams at high tide and flowing behind the blocks (Figure 11.33). Due to the clamping of the blocks, these erosion channels are generally not visible from the outside but may nevertheless develop into extended and dangerous proportions. Under large wave attacks, the revetment may instantaneously collapse, leaving the soil unprotected to the waves.

To determine the presence and extent of erosion channels, measurements were performed along traverses in a square grid of 50 × 50 cm. After the data had been analysed and interpreted in terms of erosion channels, part of the 20-cm-thick blocks were removed and an accurate record taken of the features showing up. Figure 11.33 shows a map of the erosion channels as recorded below the blocks removed, in conjunction with the data records of the particular radar sections. Quantitative comparison of ‘radar’ and ‘real’ holes demonstrated a success percentage of 85 of the scan line length. Most of the remaining 15% was located directly beside the channels. The
measurements are nowadays repeated on a yearly basis in order to follow the evolution of the erosion patterns and to check the effectiveness of remedial measures like grouting.

11.10 Coal and salt

Ground penetrating radar has been usefully used in the exploration of rocks and minerals. The earliest work was carried out by Cook [60], Unterberger [61] and Unterberger [62], and coal, rock salt, oil shales and gypsasms as well as limestones and granites have been investigated. Cook [60] carried out numerous experiments and developed a predictive method for determining the depth of probing as a function of material loss in \( \text{dB m}^{-1} \text{GHz}^{-1} \). Cook’s paper provides details of the dielectric properties of 38 different types of rock, and a selection is reproduced in Table 11.1 of the loss measured at 100 MHz and the maximum range for a radar with a 100 dB dynamic range. More recent work is reported by Ralston et al. [63].

Unterberger [61, 62] carried out a number of investigations into the use of radar to probe salt structures. Using a 230 MHz pulse radar he investigated the Pine Prairie

<table>
<thead>
<tr>
<th>Material</th>
<th>Country</th>
<th>Loss in dB m(^{-1})</th>
<th>Detection range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Granite (dry)</td>
<td>Switzerland</td>
<td>2.7</td>
<td>57</td>
</tr>
<tr>
<td>Granite (wet)</td>
<td>Switzerland</td>
<td>4.35</td>
<td>40</td>
</tr>
<tr>
<td>Limestone</td>
<td>New Mexico</td>
<td>6.9</td>
<td>28.3</td>
</tr>
<tr>
<td>Limestone</td>
<td>Texas</td>
<td>7.03</td>
<td>27.74</td>
</tr>
<tr>
<td>Limestone</td>
<td>Italy</td>
<td>7.35</td>
<td>27.13</td>
</tr>
<tr>
<td>Coal</td>
<td>Pittsburg</td>
<td>8.86</td>
<td>21.95</td>
</tr>
<tr>
<td>Coal</td>
<td>Virginia</td>
<td>12</td>
<td>20.11</td>
</tr>
<tr>
<td>Concrete</td>
<td>Various</td>
<td>12.8</td>
<td>18.89</td>
</tr>
<tr>
<td>Coal</td>
<td>Colorado</td>
<td>14.2</td>
<td>17.37</td>
</tr>
<tr>
<td>Oil shale (rich)</td>
<td>Colorado</td>
<td>15.0</td>
<td>16.13</td>
</tr>
<tr>
<td>Tar sand (rich)</td>
<td>Alberta</td>
<td>15.5</td>
<td>15.54</td>
</tr>
<tr>
<td>Gypsum</td>
<td>England</td>
<td>15.8</td>
<td>15.24</td>
</tr>
<tr>
<td>Quartzite</td>
<td>New Mexico</td>
<td>17.6</td>
<td>14.63</td>
</tr>
<tr>
<td>Schist</td>
<td>Washington DC</td>
<td>18.5</td>
<td>14.02</td>
</tr>
<tr>
<td>Concrete (wet)</td>
<td>Texas</td>
<td>19.6</td>
<td>13.72</td>
</tr>
<tr>
<td>Limestone (wet)</td>
<td>Arizona</td>
<td>21.7</td>
<td>13.41</td>
</tr>
<tr>
<td>Limestone (wet)</td>
<td>Italy</td>
<td>22</td>
<td>13.1</td>
</tr>
<tr>
<td>Limestone (wet)</td>
<td>New Mexico</td>
<td>22.4</td>
<td>12.8</td>
</tr>
<tr>
<td>Sandstone</td>
<td>New Mexico</td>
<td>23.5</td>
<td>11.88</td>
</tr>
<tr>
<td>Gypsum</td>
<td>England</td>
<td>25</td>
<td>10.97</td>
</tr>
<tr>
<td>Coal</td>
<td>Ohio</td>
<td>28.3</td>
<td>10.06</td>
</tr>
<tr>
<td>Schist</td>
<td>Washington DC</td>
<td>29.5</td>
<td>9.75</td>
</tr>
</tbody>
</table>
salt dome in Louisiana. An interpretative cross-section and a contour map of the near flank of the dome was confirmed by surface gravity data. The lower flank position was confirmed by slant drilling, which intercepted the salt sediment interface at 2700 m. A similar radar was used in the Cote Blanche salt dome, and a one-way penetration of 900 m was achieved. An included pillar discontinuity within the salt seam was discovered. In the UK measurements of the thickness of a salt seam were obtained and are shown in Figure 11.34. Note the effect of a shoring bolt on the right-hand side. The data were taken using a 250 MHz antenna and the scale is 10 m horizontal and 10 m vertical. The upper part of the graph shows the complete scan over a horizontal distance of 50 m.

An interesting technique for measuring the thickness of rock and coal by means of a noncontacting sensor has been developed by Chufo [64]. The technique used a sector network analyser and IEEE 488 bus controller and a servo controlled L-band antenna positioner.

The antenna was moved so as to vary the distance between the material and the antenna over a distance of 40 cm in increments of 1.27 cm. At each antenna position the reflection coefficient of the material was measured over a frequency range of 0.6 to 1.4 GHz in 2 MHz intervals.

The principle of the technique uses a spatial domain concept to modulate the received signal so as to remove reflections that are not along the axis of the antenna motion.

The measurement system is calibrated by measuring a reflecting metal surface. The theory of the calibration method is based on a revised version of the Linear
Reduction method, and the technique has been used to measure the reflections from the coal/shale or coal/rock interface in order to determine the coal thickness remaining between the cutter head of a mining machine and the mine roof rock above the coal.

The technique can also be used to measure the dielectric constant of each layer of a multi-layer medium such as a coal seam.

Chufo showed that the technique could be used to measure a variety of materials such as salt, granite and coal with accuracies in the order of better than 5%. A typical measurement is shown in Figure 11.35.

A number of ultrawideband impulse radars have been investigated for coal seam measurements, in the USA, South Africa and the UK. Daniels [65], on behalf of the then National Coal Board (UK), showed that measurement of coal seam thickness of up to 0.2 m was feasible and inclusion of layers of iron pyrites could be detected at thicknesses up to 0.3 m.

11.11 Rocks

*Dr Sylvie Tillard*

CEA, France

As part of a project on the qualification studies carried out on nuclear waste storage in deep geological formations, part of the R&D work of the Waste Storage and Disposal Department of the Atomic Energy Commission (CEA) in France is focused
on the optimisation of geophysical techniques. The objective is to locate geological discontinuities liable to allow the migration of radionuclides from the storage chambers to the biosphere. The acquisition of the parameters needed for the modelling of the hydro-mechanical behaviour of geological rock formations is the aim of the programme.

The core of the CEA research is the evaluation of continuous and nondestructive investigation methods either from boreholes or in galleries in the vicinity of storage chambers. The principle of 3D visualisation of the massif geology using 2D soundings over the largest possible range of investigation distances was chosen. The objective of an optimised probing range that is compatible with the dimensions of the geological discontinuities is dictated by a concern to minimise prospecting costs and also to avoid any excessive disturbance or weakening of the natural environment. A borehole, even refilled, is liable to constitute a preferential pollution pathway during storage lifetime.

In the case of storage in a crystalline formation, efforts in geophysical research must be focused on locating and characterising hydraulically effective fractures. The radar technique appeared to be a promising technique. Granite is a mechanically dense and electrically resistant material, with a low propagation attenuation coefficient for electromagnetic waves. The latter are particularly sensitive to the presence of water. The work undertaken at the AEA has consisted in studying the suitability of radar tools. On account of, on the one hand, the similarity of the acquisition, restitution and interpretation principles of radar data with those of seismic data, and on the other hand, the importance of signal processing in seismic analyses, the ultimate objective is to work on the transposition or the adaptation of the programmes developed by seismologists to radar records.

This task implies, first of all, fully mastering the operating conditions of a ground penetrating radar (GPR) and defining the physical processes that determine the propagation of a high frequency electromagnetic wave in a geological environment. Because of the cost of drilling or of a borehole measurement campaign, it was deemed more economical to conduct preliminary studies with an adaptable surface equipment (EKKO IV Pulse, manufactured by Sensors & Software).

One of the problems treated was the determination of wave propagation velocity versus depth. This subject has seldom been dealt with in the literature. However, a knowledge of the variations of this parameter as a function of the propagation distance is essential for working with seismic migration software and defining geological sections graduated in distance rather than in two-way travel time. Moreover, the accuracy with which this value can be known allows an assessment to be made of the uncertainties affecting radar location of geological discontinuities or anomalies. In many cases, radar operators content themselves with extrapolating the direct underground velocity to the whole formation. The applicability of this value for the whole structure is debatable, especially in the case of superficial alteration of the terrain. Depending on the configuration of the environment of interest, AEA focused its attention on the portion of terrain affected by direct propagation. AEA were able to establish that a road surface of about 25 cm over dry sand or a concrete surface of the same thickness covering the ground of a gallery dug in granite did not have a quantifiable effect. This was taking into account the uncertainty that affects any velocity calculation; the
velocity obtained with the transmitter/receiver in contact with the geological material was similar to the value found in the presence of an interface.

The approximation mentioned above may not be sufficient, in particular in the case of a deep investigation. A study was conducted in order to evaluate the relevance of velocity analyses as they are programmed in seismic studies based on 'Normal Move Out' corrections (determination of root mean square (RMS) velocities and interval velocities). The site chosen for this study was a granite quarry made of a succession of sub-horizontal banks (stratiform rock). The radar experimentation aimed to provide 3D visualisation of the limits of these banks, similar to millimetre fissures (see Figure 11.36).

The interpretation of the RMS data relative to the 'wide angle' or 'common mid-point' (CMP) sections, recorded in different directions for apparent different dips and using three transmission frequencies (50, 100 and 200 MHz), made it possible firstly to verify that no velocity dispersion occurred with a frequency and secondly to show the influence of slight dips (<15°) that we had considered disregarding at

Figure 11.36  Radar measurement of granite (courtesy CEA France)
At the beginning of the study. As a result, only the data recorded according to the CMP configuration are now utilised.

Despite the care taken in determining the RMS velocities and in reading the arrival times of each reflection on a great number of high-quality records, the instability of the interval velocities calculated using Dix's formula led us to reject this technique for future work. It seemed more satisfactory to limit ourselves to defining the propagation law from the RMS profile, reduced by a few percent, as is the practice in seismic analyses. AEA showed the relevance of a velocity analysis made in this manner by comparing the depth scale obtained by data processing with the reflector depths read on cores from an available borehole in the quarry and with the depths calculated with recourse to the direct wave velocity or bibliographical values. However, these analysis methods borrowed from seismic research have limits inherent in, among other things, the hypotheses set for simplifying the equations describing wave propagation. For sites with high reflectivity such as our test quarry (fissure density = 1.3 fissure per metre), it seemed difficult to determine a velocity law with an uncertainty of less than 10%.

The purpose of velocity calculation is not solely locating deep discontinuities. AEA also showed that when direct propagation velocities are determined with low uncertainties, these values can be utilised to differentiate rocks of the same nature but of different composition in the same site (a numerical example: the differentiation of an oolithic limestone from a comblanchien limestone by means of wave propagation evaluated at 77 ± 4 m/s for the first compared to 85 ± 4 m/s for the second). In this case, the inversion of the velocities in dielectric permittivities allows a qualitative interpretation of the radar signal to be made in petrophysical parameters (porosity, clay content, ...).

Large velocity variations in the case of propagation in an anisotropic environment have been observed during radar prospection in schists. In the case of propagation parallel to the direction of the schistosity, a velocity twice as high as that calculated when the propagation is perpendicular to the same schistosity was found (100 ± 5 m/s and 50 ± 10 m/s). The uncertainty affecting these velocities was higher for perpendicular propagation because of the greater attenuation of the waves that occurs for an electric field directed parallel to the schist layers. These results were confirmed by dielectric measurements carried out in the laboratory on rock samples cut in different directions in relation to the schistosity. These schists are an extreme case of anisotropy but the tests that were made prove that particular attention should be given to velocity measurement in a complex site.

Besides the effects of anisotropy on wave propagation, the 'volumic scattering' effect due to the heterogeneity of the massif was determined. To do so, data were collected according to different geometrical configurations of the antennas (antennas parallel or perpendicular to the measurement line, transmitter parallel or perpendicular to the receiver...). The terrain measurements were completed by data processing using a program perfected for seismic studies concerning shear wave birefringence. The complexity of prospection on a site where volumic scattering occurs was shown by comparing the radar response recorded with the antennas set perpendicular to
each other with the one recorded with the antennas arranged colinearly: with no volumic scattering, no reflection is collected with perpendicular antennas, whereas when volumic scattering occurs the heterogeneities reflected the waves differently according to their position in relation to the antenna planes $E$ and $H$.

The above-mentioned tests give a general idea of the studies scheduled to determine the investigation possibilities offered by radar techniques in geophysics: the diversity of the studies that must be undertaken in order to draw as much information as possible from a radar measurement campaign is large. The lessons drawn from our preliminary tests made on several very different sites with surface equipment should be of use for research on the technique implemented in boreholes or in galleries in configurations representative of those encountered in waste storage site qualification work. Further effort has to be invested in signal processing so as to achieve dynamic hydraulic characterisation of a granitic formation.

11.12 Borehole radar

Dr Declan Vogt

11.12.1 Borehole radar for long-distance GPR imaging in-mine

GPR works effectively within mining excavations in resistive rock, but is limited in range by two factors:

- It is difficult to lower the frequency of GPR to achieve additional range, because low frequency antennas become very large and unmanageable in the limited space underground within a mine.
- At very long ranges, there is significant clutter from air reflectors. The problem occurs because loss in rock is exponential, whereas in air it is only geometric. Most of the energy from a GPR is coupled into the rock, so air reflectors are not a problem close to the radar. However, at long ranges, even the small percentage of energy from the transmitter that is coupled into the air can become a large percentage of the received signal. Air reflectors are always a potential problem for GPR at longer ranges, but the problem is worse underground because the tunnels act as guides for VHF radio waves. Any obstacle within the tunnel, even more than 100 m away from the antenna, can produce reflectors that overwhelm the desired reflector from within the rock.

For long range probing underground, both these problems can be overcome by putting the GPR antennas within a borehole, producing a borehole radar. Long low frequency antennas are no less manageable than short high frequency antennas once within a borehole, and there is very little air around the antenna to sustain reverberation. In addition, because borehole radar requires a borehole, that borehole can be drilled to provide access to the target over substantial ranges. Conventional GPR requires access from within a tunnel, which limits its applicability within mines.
11.12.2 Borehole radar design

For the mining problem, the key parameter is range, so systems typically use low frequencies; 20 and 60 MHz are common bandwidths. Borehole radar is also used for geotechnical investigations in short boreholes. Here the emphasis is on resolution; so, higher frequencies are used, with bandwidths as high as 1 GHz.

The key design issues are:

- mechanical design
- where to do data acquisition? In the probe, or outside the hole?
- how to convey data from the probe to the data acquisition system?

In shallow boreholes, less than 30 m deep, it is feasible to suspend a suitable antenna on a cable, and operate the borehole radar in the same way as a conventional GPR, with pulse generation and digitisation occurring in the control unit outside the borehole. This is the model followed by the PulseEkko range of borehole antennas. However, as the borehole gets deeper, the losses in the cables to and from the antennas become too large to be ignored. In addition, the cable provides a good guide for radar waves, contaminating the recorded data with reflections from waves transported along the cable. Borehole radars used in deep boreholes are usually suspended on optical fibre cables to avoid problems with reflections along the cable.

Mechanical design is critical: it can be assumed that boreholes will contain water, so the borehole antenna must be watertight. If the system is designed to operate in deep boreholes, it must tolerate the substantial water pressures present at great depths – 10 MPa for each 1000 m.

Antennas are usually simple resistively loaded dipoles. Resistive loading reduces the ringing that would otherwise occur. Sato's group in Japan have developed slot antennas that create radar waves with transverse electric polarisation, rather than the transverse magnetic polarisation of the conventional dipole. Transmitting in one polarisation and receiving in the alternative polarisation offers additional discrimination compared to operation with a single polarisation.

If optical fibres are used for communication with the probes. The signal can be digitised down the borehole and transmitted in digital form to the surface, or the analogue signal can be transmitted to the surface. The advantage of digital transmission is the ease with which it can be transferred from the electrical to the optical domain and vice versa, and hence the ease with which it can be transferred through systems like rotary joints. The advantage of analogue transmission is a very simple receiver down the borehole. Since there is a risk of probe loss, a simple, cheap receiver is advantageous. On the other hand, probe loss is always a disaster. If expensive probes are used, perhaps they will be treated with more care, reducing the risk of probe loss.

The pre-eminent deep hole borehole radar is the RAMAC from Malå GeoScience. It uses a conventional stroboscopic sampler in the receiver probe communicating digitally with the surface over an optical fibre. The receiver is triggered directly by the transmitter, which may be in the same hole or an adjacent hole. The ability to work with the transmitter in one hole and the receiver in a separate hole allows
borehole radar to produce tomographic images as well as conventional reflection images. RAMAC can be configured with a number of antennas: 20, 60, 100 and 250 MHz antennas are available. It has also recently been re-engineered to work in boreholes down to 2500 m deep if required.

Another commercially available deep hole borehole radar is the Aardwolf, from the CSIR. The Aardwolf receiver is also triggered directly by the transmitter and digitises in the borehole. The principal difference between RAMAC and Aardwolf is the digitisation philosophy. RAMAC uses conventional stroboscopic sampling with 16 bits of dynamic range but acquiring only 1 sample per transmitted trace. Aardwolf captures the trace instantaneously, but with only 8 bits of dynamic range. The dynamic range is then improved through stacking. Instantaneous sampling is simple, but does not easily lend itself to the application of time varying gain. The Aardwolf is designed for narrow boreholes and is only 36 mm in diameter.

The DMT in Germany markets a deep hole borehole radar that has been certified for use in explosive atmospheres. It is a substantial instrument: 80 mm in diameter, and up to 20 m long, depending on the antennas that are chosen. The DMT digitiser follows a middle path between stroboscopic sampling and instantaneous sampling: it samples at 8 MHz, or every 125 ns, with 16-bit resolution. Higher sample rates are achieved by sampling over several waveforms. For example, 1 ns sampling can be achieved by sampling 125 traces. The DMT radar does not use optical fibre but a standard seven-core borehole logging cable. The receiver is carefully decoupled from the cable. The radar has a system bandwidth of 120 MHz.

Both the RAMAC and the DMT radars have directional capability. In each case, directionality is added by acquiring data from two loop antennas measuring $H$-field data. All data are received and digitised so that a pattern sensitive to a particular direction can be synthesised during interpretation. The DMT tool also acquires a single $E$-field channel to remove ambiguity from the $H$-field antennas. The RAMAC tool can use either a directional module or a conventional $E$-field antenna.

The University of Sydney is promoting a borehole radar with a simple analogue to optical converter in the receiver. The signal from the receiver and a trigger pulse from the transmitter are both taken out of the borehole through analogue optical fibre links. Initially the system digitised the signals using a standard digital sampling oscilloscope, but it has now migrated to using high speed ADC cards mounted in a dedicated PC. The philosophy is to keep complexity within the hole to a minimum, and hardware outside the hole to commercially available equipment.

The group at Tohoku University have produced a number of innovative ideas, including the use of different polarisations. They have also worked with a novel sensor: they use a LiNbO$_3$ crystal to directly modulate an applied optical pulse with the electric field present at the terminals of the receive antenna. The down hole receiver is thus completely passive and does not even contain batteries. It is then simple to build up antenna arrays that can be used to synthesise directionality in both azimuth and elevation. The recording system is a network analyser outside the borehole. The transmitter is driven by a signal from the network analyser, converted to an optical signal for transmission down the borehole. More detail follows in Section 11.13.
11.12.3 Example borehole radar data

The majority of gold in South Africa occurs in thin, gently dipping sedimentary packages with very large horizontal extent, around the rim of the Witwatersrand Basin. The Basin itself is about 300 km from east to west. The last gold reef to be deposited was capped by the outpouring of the Ventersdorp lavas, about 2700 million years ago, and is known as the Ventersdorp Contact Reef, or VCR. The strong physical property contrast between the Ventersdorp Lavas and the underlying rocks (mostly quartzites and shales) makes the VCR an excellent geophysical reflector, both for seismic reflection and for GPR and borehole radar.

Mining is usually undertaken by developing horizontally haulages on strike on discrete levels, 60 m–100 m apart vertically. Cross-cuts are then developed horizontally in the dip direction to the reef plane (Figure 11.37). The imaging problem for borehole radar is to determine continuity of the reef horizon between levels, in advance of mining. The vertical distance between crosscuts makes GPR not viable. Dislocations of the reef of greater than 1 m must be mapped accurately. Smaller dislocations can be mined through, but larger dislocations require redevelopment. The 1 m resolution defines the radar bandwidth: the host rocks typically have relative permittivities of less than 9, so the velocity of propagation is about 100 m/μs. A wavelength of 2 m is required to achieve a resolution of 1 m, so the bandwidth required is at least 50 MHz.

To test the principle of borehole radar, a number of trials were conducted at a surface VCR test site. The geometry of the test site is illustrated in Figure 11.38. A reflection survey was conducted in the diagonal hole, BH1, at two frequencies, 20 and 60 MHz, using a Malá RAMAC radar. The reflection results are illustrated in Figures 11.39 and 11.40. The improved resolution and poorer range at the higher bandwidth are both obvious. The lower frequency has the additional feature that it is less sensitive to smaller reflectors than to the most prominent reflectors. In this case, the most prominent reflector is the VCR, so the low frequency data enhance the

Figure 11.37  Cross-section through a typical Witwatersrand mining operation
**Figure 11.38**  
VCR test site cross-section

**Figure 11.39**  
20-MHz results from surface VCR test site, BH1

**Figure 11.40**  
60-MHz results from surface VCR test site, BH1
interpretation process. In other environments, it may ignore the desired reflector, and higher frequency data may be required.

The directional ambiguity was investigated by using the RAMAC 60-MHz directional antenna. Two results are illustrated in Figure 11.41. The radar images illustrated show that one family of reflectors is dominant in the $80^\circ$ data, and another family is dominant in the $180^\circ$ data. The dominant reflectors in the $180^\circ$ data 1, 2 and 4 are roughly horizontal, and represent the VCR and sedimentary sequences below it. The other reflector, 3, is approximately vertical, and represents a vertical fault. Note that the range of the directional data is considerably less than that of the omnidirectional 60-MHz data presented in Figure 11.40.

Another way of dealing with the directional ambiguity is to use a priori information to analyse the data. It is possible to process the VCR test site data ignoring the information from the directional antenna that there is a family of vertical features represented in the radar image. The process is illustrated in Figure 11.42. When the borehole radar crosses a flat reflector (a), the radar image shows the reflector as moving toward the borehole, then away from it, in a characteristic inverted V (b). It is possible to separate out the reflectors moving toward the borehole from those moving away, (c and d) then rotate moving away reflectors into their correct orientation (e). This process is only valuable if all the reflectors are assumed to lie in a single plane. The borehole can also be orientated correctly to aid interpretation (f), producing the radar image shown in Figure 11.43. A fault is now interpreted on Figure 11.43, based on a dislocation in the VCR reflector. The fault was confirmed by the presence of a fault in the core from the borehole.

Cross-hole results from the surface test site are illustrated in Figure 11.44. Cross-hole tomographic data were collected between boreholes 2 and 3, as illustrated in Figure 11.38. A velocity tomogram is presented as Figure 11.44a. Cross-hole tomographic data are inherently of poorer resolution than reflection data, because they integrate rock properties over a volume, but it is possible that the resolution of tomograms can be improved by incorporating reflection data. In Figure 11.44b, a single cross-hole radar image is presented. The first arrival is clearly visible, but slightly
Figure 11.43 Data from the VCR surface test site processed as illustrated in the previous Figure

After the success of borehole radar at the surface site, it has been implemented underground, again on the VCR. On the VCR, gold grade is associated with topography: slopes typically contain less gold than horizontal terraces. If the topography is determined before mining, it is possible to preferentially mine high grade areas later in time there is a second arrival that corresponds to a cross-hole reflection of the VCR surface.

After the success of borehole radar at the surface site, it has been implemented underground, again on the VCR. On the VCR, gold grade is associated with topography: slopes typically contain less gold than horizontal terraces. If the topography is determined before mining, it is possible to preferentially mine high grade areas.
and support pillar locations can be targeted for low grade areas. The geometry is illustrated in Figure 11.45: A 200 m borehole was drilled oblique to strike within the lava above the reef, and was designed to remain 20 m away from the reef horizon. An Aardwolf system was applied in the small diameter borehole, and produced the radargram illustrated corrected for borehole dip in Figure 11.46a. Four small faults, each of less than 1 m displacement were defined, three of which corresponded to faults mapped in the borehole. The topography of the area is also clear: steep slopes and relatively horizontal areas are defined. The pink triangles in Figure 11.46a (see CD attached for colour image) and the surface perpendicular to the borehole in Figure 11.46b, is the estimate of the reef elevation determined from 3D surface seismics. The radar result confirms the seismics and adds considerable resolution.
11.13 Polarimetric borehole radar for characterisation of sub-surface fractures

Prof. Motoyuki Sato

11.13.1 Sub-surface fracture characterisation

Sub-surface fractures and groundwater migration through fractures are important issues in many civil engineering applications. For example, rock stability is closely related to sub-surface fractures, and investigation of fractures is required for any kinds of constructions. Nuclear disposal in geology is under discussion in many countries, and the ground water condition in the deposit site has to be studied precisely.

Borehole radar is one form of ground penetrating radar (GPR) which is used in drilled boreholes for measurement of deep sub-surface structures. The targets of borehole radar include sub-surface fracture, natural fault, geology and tunnel. It is known that water content determines the dielectric constant in most sub-surface material. Therefore, borehole radar has often been successfully used for monitoring and detecting water flow through sub-surface fractures.

Since the aperture shape and the inner structure of sub-surface fractures determine water permeability, detailed structure of sub-surface fracture will be used for estimation of water permeability of the fracture. However, most conventional borehole radar systems have been operated in the frequency range lower than 100 MHz in order to achieve a deeper penetration depth from a borehole. Therefore, the radar resolution was poor and cannot estimate the structure of sub-surface fracture, whose aperture is normally less than 1 mm.

An idea of the radar polarimetry can be used to solve this problem [66–68]. Radar polarimetry is a new radar technology, which can improve radar information [69, 70]. Most conventional borehole radar systems use dipole antennas for a transmitter and a receiver, and measure only co-polarised reflection waves. On the contrary, if we measure reflection of a set of polarisation states, we can obtain more information

Figure 11.46 Result of in-mine investigation
Figure 11.47  Electromagnetic scattering from sub-surface fractures having flat and rough surfaces, simulated by FDTD: (a) flat surface, co-polarisation; (b) flat surface, cross-polarisation; (c) rough surface, co-polarisation; (d) rough surface, cross-polarisation

about the structure of the sub-surface fracture. Although the radar polarimetry cannot give direct information about the sub-surface fracture, it can be used for classification of fractures.

Figure 11.47 shows electromagnetic scattering from sub-surface fractures having flat and rough surfaces, simulated by FDTD [71–73]. In these Figures, a transmitting antenna, which is a small dipole antenna polarised to the z-direction is located at the centre of the Figure. The incident field radiated from the antenna is spherically spreading and reflected by a thin layer at \( x = 4 \) (m). The layers in Figure 11.47a,b have flat surfaces and those in Figure 11.47c,d have rough surfaces, which models geological sub-surface fractures.

The dielectric constant of the homogeneous space and the layer have different values, which models the sub-surface fracture condition. The fields shown in Figure 11.47a and c are the electric field of a \( z \)-component, which is the co-polarisation component to the incident field, while Figure 11.47b,d show the \( y \)-component of the electric field, that is the cross-polarised wave from the incident field. We can observe that the incident field appears only in the co-polarisation field, because the incident field does not change its polarisation while propagating in a homogeneous medium.

In Figure 11.47a, the scattered and the transmitted waves through the layer are clearly seen, while these waves do not appear in Figure 11.47b. This indicates that, when the layer is flat, a cross-polarisation wave is not generated. On the contrary,
we can see scattered waves even in the cross-polarised component, when the layer has a rough surface, which is shown in Figure 11.47d. From this simulation, we can understand that a natural geological structure having a rough surface generates a cross-polarised field component to the incident field [72, 74].

11.13.2 Radar polarimetry

In the borehole radar measurement, the surface condition of radar targets is closely related to the polarisation state of the scattered wave. This polarisation state can be described by using a scattering matrix $S$, which is defined as [69]

$$
\begin{pmatrix}
E^s_V \\
E^s_H
\end{pmatrix} = S
\begin{pmatrix}
E^i_V \\
E^i_H
\end{pmatrix} =
\begin{pmatrix}
S_{HH} & S_{HV} \\
S_{VH} & S_{VV}
\end{pmatrix}
\begin{pmatrix}
E^i_H \\
E^i_V
\end{pmatrix}
$$

where the subscripts $V$ and $H$ denote the vertical and horizontal polarisations, respectively, and the superscripts $i$ and $s$ denote the incident and scattered field, respectively. Figure 11.48 shows the antennas set in a down hole radar sonde and a sub-surface fracture in polarimetric borehole radar measurement.

A schematic diagram of a radar system, which we used for data acquisition, is shown in Figure 11.49. This is a stepped-frequency radar system based on a vector network analyser. Owing to high attenuation, we cannot use a long coaxial cable for connecting the network analyser to the transmitting and receiving antennas. This system is using an analogue optical link to send the radio-frequency signal through optical fibres. The radar data are acquired in the frequency domain and transformed to the time domain by FFT. The elements of a scattering matrix can be measured with the combinations of dipole and slot antennas [67, 68]. The received radar signals in the time domain can be expressed as follows.

$$
\begin{pmatrix}
E_{HH}(t) \\
E_{VH}(t)
\end{pmatrix} =
\begin{pmatrix}
S_{HH} E^i_H(t) \\
S_{VH} E^i_H(t)
\end{pmatrix}
$$

$$
\begin{pmatrix}
E_{HV}(t) \\
E_{VV}(t)
\end{pmatrix} =
\begin{pmatrix}
S_{HV} E^i_H(t) \\
S_{VV} E^i_V(t)
\end{pmatrix}
$$
11.13.3 Field experiment

The field experiment was carried out in the Mirror Lake site, NH, USA. U.S. geological survey has carried out many borehole tests, including borehole radar in this test site, to understand the hydraulic conditions in fractured granite rock [12]. Figure 11.50 shows the radar sonde and Figure 11.51 the schematic structure of the fracture orientations. The data was acquired by a directional type borehole radar by the U.S. geological survey [12]. The directional borehole radar can determine the dip and strike of each fracture. Figure 11.51 shows a simple extension of a fracture orientation measured near the borehole. We can observe that the fractures are crossing the borehole FSE1 at around 25 and 45m. Many fractures are crossing the borehole in the section of 40–45m.

In the actual polarimetric borehole radar measurement, the vertical and horizontal incident waves $E^v(t)$ and $E^h(t)$ are radiated from two different antennas. In our radar system, they are dipole and slot antennas. To represent the characteristics of scattering
of sub-surface fractures, we introduce a matrix which is given by energy contained in the scattering matrix, and define the energy scattering matrix $P$ as

$$P = \begin{pmatrix} P_{HH} & P_{HV} \\ P_{VH} & P_{VV} \end{pmatrix} = \begin{pmatrix} \int_0^T E_{HH}^2(t) \, dt & \int_0^T E_{HV}^2(t) \, dt \\ \int_0^T E_{VH}^2(t) \, dt & \int_0^T E_{VV}^2(t) \, dt \end{pmatrix}$$

The integration is taken over a time window containing reflection from one radar target.

Profiles were measured in a borehole FSE-1 by polarimetric borehole radar [68, 72]. In the radar profiles in Figure 11.52, V-shaped reflections from sub-surface fractures are clearly observed. The depth of each fracture is already determined and we can correlate the radar profile to the physical properties of each fracture. From these observations, we found that most of these reflections are caused by water-filled fractures. In this experiment, the strata of schist, migmatite and pegmatite could not be detected, although they can be detected by acoustic techniques. We can detect fractures and anomalies in a borehole by geophysical exploration techniques. Figure 11.53 shows the energy scattering matrix of several different sub-surface fractures. It is clear that sub-surface fractures in this borehole can be classified into two clusters.
Figure 11.51 Fracture orientation at Mirror lake test site
Orientation information was obtained by a directional borehole radar by US Geological Survey

Figure 11.52 Polarimetric borehole radar profiles: (a) V-V; (b) V-H; (c) H-V; and (d) H-H
Figure 11.53  Classification of sub-surface fractures by measured energy scattering matrix of sub-surface fractures
The numbers denote the borehole intersection depth of each fracture.
Two clusters are observed

having different energy scattering matrix characteristics. The surfaces of the sub-surface fractures at depths of 40, 42 and 48 m are estimated to be rough, because these sub-surface fractures have strong cross-polarised components. From the hydraulic test information of this site, we could find that the water permeability of these sub-surface fractures is high [77]. We think fractures having rough surfaces are not healed, and the water permeability can be high.

11.14  VHF band slimline borehole radar experiences in the South African mining industry
Ian M. Mason (ARCO) and J. H. Cloete (University of Stellenbosch)

11.14.1  Introduction
Conventional exploration tools lack the resolution to reveal the <20 m features that endanger miners. Synthetic aperture and interferometric borehole radar is emerging as a tactical tool with which to ensure the safe development of stopes. We have built a series of ultra-slim digital borehole radars in order to map sub-metre scale objects on target horizons from AXT (47 mm) and EXT (37 mm) boreholes driven into highly
stressed areas ahead of ultra-deep gold mine workings. Hard rock mine boreholes are narrow (<47 mm). However, modern components are small enough to allow us to build borehole radars to the same specifications as surface ground penetrating radars. Ours is the only radar currently capable of entering AXT and EXT boreholes.

The purpose of this Section is to introduce the geophysical community to some of the development work being carried out by our research groups, present some results and outline future potential for the instrument.

11.14.2 BHR specifications

The system currently being utilised (see Figure 11.54) is configured as follows:

- Diameters: 32.5 mm, 25 mm
- Lengths: 1.7 m (Tx), 1.5 m (Rx)
- PRF: 2–64 kHz, 1–4 kHz
- Tx power: 20 kW (1 kV into 50 Ω)
- Bandwidth: 10–125 MHz.

11.14.3 Digital data acquisition

Borehole radar profiling is conceptually similar to marine echo sounding. A pulsed signal generated by a borehole transmitter is reflected and acquired by a receiver in the same hole. Owing to the harsh conditions in ultra-deep mines a robust acquisition system is essential. We have built a rotating computer into the spool of a winch drum (Figure 11.55). This reduces optical losses, raises cable life, and provides shock resistance. The computer houses an optical RF demodulator, a 250 MS/s 8-bit

Figure 11.54 Deployment of the borehole radar in a cover-hole at East Driefontein (Goldfields)
real-time analogue to digital converter, a stacking unit that enhances the dynamic range to an equivalent of 11–12 bits, a 486 motherboard and flash memory. The winch drum is capable of carrying more than 375 m of optical fibre. Traces can be viewed as they are acquired.

11.14.4 Typical problem

The Ventersdorp Contact Reef (VCR) currently produces around 6% of the world’s gold [87]. But South African reserves above the current cutoff mining depth are falling rapidly. Only one-sixth of the 66 000 tons above 3.5-km depth remain. Stress and fault free paths have to be found well in advance of deep excavation if mines are to go safely down to 5 km. Mining hazards rise with depth. The VCR is a rolling, dipping sheet, cut by braided palaeo-stream channels, then covered by 100+ m of lava before being buried. The topography causes a facies related variation in ore grade and stress concentrations that can be uncontrollable if terrace edges are encountered by stopes (see Figure 11.56).

The Section below proves that a borehole radar can map ahead of and thereby protect the advance of ultra-deep tunnels and stopes. The Venterspost lavas overlying the VCR are translucent at VHF. The object of primary interest, the VCR, is the dominant radar reflector. The VCR can be seen in reflection at 100-m ranges. Small <1 m objects on the VCR draw into focus when range drops below 50 m.
11.14.5 Signal and image processing

An important strategy around the design of the radar has been a signal and image processing system which can be deployed in the field by mine geologists. This means that preliminary images can be produced by the geologist himself within an hour or two of data acquisition (Figure 11.57). This processing is carried out using the Seiswin package, which has evolved from its seismic roots over the past 30 years [78].
At present we are studying methods for extending the borehole data processing to three dimensions [80, 81]. Both interferometric synthetic aperture radar and convolutional techniques are being investigated.

11.14.6 Electromagnetic modelling

Pulsed radar systems traditionally utilise heavily damped antennas to radiate signals and received real time data which is directly interpretable. The design of these antennas is difficult, especially if bandwidth and efficiency need to be optimised. Indeed, knowledge of the propagation through complex rock structures (forward modelling) is important for image interpretation and the development of software to execute the inverse problem. A number of students are tackling these problems at Masters and PhD level, using sophisticated computational electromagnetic codes [79].

At present the radar operates in bistatic mode (a length of fibre acts as a spacer). A new development is to operate without the spacer, still in bistatic mode, but simplifying the deployment of the antenna, which is now just one unit.

The dielectric properties of the host rock are critical to the successful deployment of the radar. We have carried out extensive studies of rock properties (permittivity measurements of cores) and are attempting to produce a simple test jig which can remove the need for extensive sample preparation.

11.14.7 Summary

We have presented the concept of a slim-line, pulsed, borehole radar which can be deployed in the narrow boreholes found in hard rock mining. Together with this radar and the signal and image processing capabilities of the package Seiswin, the potential exists for operational planning staff of mines to utilise the radar in situ for decision making.

The system must, however, be seen as experimental, since the research programmes running in parallel will improve both the hardware and software, thereby simplifying operation and improving performance. We hope that continuous interaction with operational problems over the next few years will lead to a system which will make an impact on mine safety and operational cost.

11.15 Summary

This Chapter has considered some of the geophysical applications of GPR. This is one of the main founding applications for GPR and this Chapter, in conjunction with Chapter 4 on the properties of materials, should provide a suitable reference source for the reader. There is now a wealth of information on GPR techniques for the probing of rocks, soils, snow and ice. Given the considerable amount of work that has been carried out on conventional GPR probing of rocks and soils, the contributors to the second edition have concentrated on two specific applications, namely frozen materials and borehole radar. Most geophysical probing is carried out at the lower end of the frequency range for GPR, and this in turn brings different hardware configurations into existence.
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Chapter 12

Mine detection

12.1 Introduction

Ground penetrating radar is one of a number of technologies that has been extensively researched as a means of improving mine detection efficiency. It is useful to provide a background to both the civil and military programmes which involve the technology of GPR. The military programmes are largely based on the requirement to maintain the pace of military operations and have different requirements in terms of speed and detection performance to civil or humanitarian programmes. This Chapter will concentrate mainly on humanitarian applications, although where appropriate reference to national military programmes will be made. Further reading on the mine issue can be found in the following references: 'A guide to mine action' (GICHD, 2003), 'Mine action equipment study of global needs' (GICHD, 2002) and 'International mine action standards' (GICHD CD ROM). A detailed analysis is given in 'Hidden killers' [1], for example.


Landmines are a humanitarian challenge because they indiscriminately kill and maim civilians. Landmines are weapons that cannot distinguish between a soldier and a civilian, and they remain active for decades. As a result, most of the victims of mines are innocent men, women and children. Landmines are a humanitarian challenge to UNHCR because they are used in so many conflicts, in such large numbers and so indiscriminately that during war they are a cause of displacement, and after hostilities they endanger the lives of returnees and humanitarian aid workers, delay return and impede reintegration and reconstruction. Landmines are also being used in current conflicts to block humanitarian access. Since that workshop the history
of international actions towards a mine-free world has been driven by many factors, which are described below.

The overall political and legal framework is covered by the Ottawa Treaty, which was signed in December 1997. All signatories who have ratified the Treaty have committed to report to the Secretary-General of the UN on their progress in destroying their stockpiled mines by 1 March 2003 (Article 4) and destroying all mines in the territories under their jurisdiction by 1 March 2009 (Article 5). The provisions of the Ottawa Treaty, which has become international law, provide an impetus to the development and procurement of more efficient mine detection and disposal techniques. Further details of the landmine situation can be found in the ‘Landmine monitor report’ [2] and ‘Hidden killers’ [1].

Mines can be either buried or surface laid. They are emplaced by a variety of techniques, including being scattered on the surface by vehicles or helicopters. Thus mines may be found in regular patterns, or in irregular distributions. Where environmental conditions result in soil erosion and movement caused by rain over several seasons the mines may be lifted and moved to new locations and can be covered or exposed. Mines are encountered in desert regions (i.e. Somalia, Kuwait), mountains (i.e. Afghanistan, El Salvador), jungles (i.e. Cambodia, Vietnam) as well as urban areas (i.e. Beirut, Former Yugoslavia). The variety of mines that can be encountered is considerable and details can be found on the US Department of Defense CD Minefacts ©, which contains details of over 675 landmines, as well as the US Department of Defense, Naval Explosive Ordnance, CD Ordata ©, which is a guide to UXO identification or many of the websites of Mine Action Centres and nongovernmental organisations (NGOs).

The variety of environmental conditions in which mines can be found is enormous. Minefields are not only neat ordered rows of mines in flat deserts but can also be found among the debris of burnt-out buildings and post-conflict urban and rural environments. An example of a cleared minefield situation is shown in Figure 12.1. Clearly, mine detection equipment has to be designed to work in a wide range of physical environments, and the statement of operational requirements issued by end-users will reflect this need. Detection equipment must be able to be operated in climatic conditions, which range from arid desert, hillside scree to overgrown jungle. Ambient operating temperatures can range from below —20°C to 60°C. Rain, dust, humidity and solar insolation must all be considered in the design and operation of equipment. The transport conditions of equipment can be arduous, and these, as well as man–machine interface issues, are vitally important to the design of detectors.

In general, most pressure sensitive mines are not designed to operate when buried deeply. The overburden ground material acts as a mechanical bridge and inhibits triggering of the detonator mechanism and also reduces the force of the explosion. This fact is often taken into account in the specification of performance for a mine detector. For example, a hand-held mine detector should be able to detect AT mines at depths up to 300 mm and AP mines at depths up to 100 mm with spacing between the detector head and ground surface of 100 mm. Vehicle based close-in mine detectors generally require a greater ground clearance. However, mines can be encountered at
depth well beyond the range of most detection systems. Mine detection systems can be employed in several different roles: for close-in hand-held detection, for vehicle mounted stand-off detection or as a remote sensor mounted on low flying fixed or rotary wing aircraft. These are mostly synthetic aperture radars (SAR).

The need for improved products to achieve greater efficiency and lower costs per metre cleared has been identified. However, it is not clear whether the international political and legal framework has really resulted in an impetus to facilitate more efficient demining techniques.

The new technology product(s) being offered must offer good detection performance, significant improvements in false alarm rate over current technology, must be simple and easy to use, in all countries, and not significantly more expensive on a sensor to sensor basis than current metal detectors. New sensors should detect minimum metal/nonmetallic mines and ideally the explosive contained therein.

The way forward, based on the feedback from an end-user survey as well as consideration of a wide range of technical issues, suggests that the ideal detector will comprise a minimum metal mine detector in combination with an explosive detector. Technically this is possible, but reliable explosive detection technology may not meet cost, weight or low power requirements. However, it is technically feasible to develop a combined metal detector and minimum metal detector that meets simplicity of operation, cost, weight, low power requirements and achieves the goal of significant reduction of false alarms.
Considerable efforts are being made on a world-wide basis to develop a solution to the problem of mine detection both for military and humanitarian applications. National Military Organisations, Universities, Industrial Research and Technology Organisations as well as private companies are conducting these programmes. Among the leading contacts for the dissemination of information in the United States are the US Department of Defence, DARPA, Minawara, James Madison University, etc. (see References [3, 4], for example). Information can also be obtained from the United Nations, particularly concerning field operations and statements of operational requirements. In Europe the European Commission Joint Research Centre (JRC) has implemented a network of excellence (ARIS) which acts as a focal point for interchange between active research members (see Reference [5]). This group also has links to the Nordic NRDF. Many European research and development programmes for humanitarian demining are co-ordinated and supported by both the European Commission and by various European industrial partners via Esprit and other projects. Information on European Commission support for research and development (R&D) on demining can be found on a CD produced by the JRC. The proceedings of the JRC De-mining Technologies Conference held in Sept/Oct 1998 provides useful references to the R&D activities of the majority of the international participants. EUREL, via the IEE in the UK, has organised several conferences each held in Edinburgh in 1996 and 1998 on the subject of research and development [6, 7] (see also Reference [8]). Information on research publications can be found from organisations such as SPIE, IEEE and IEE, and are included in their proceedings, transactions and conference publications. Recent publications on the design, technology and signal and image processing of GPR mine data are given in References [9-56]. The author has also presented developments in GPR technology for mine detection in Daniels [57-78]. More recent conferences such as Scot-Eudem Brussels [79] contain current papers on GPR technology and applications.

Unfortunately, and in spite of considerable research funding, a plethora of publications and periodic bursts of marketing enthusiasm, at the time of writing very little technology has been placed in the hands of the humanitarian deminer. The reasons for this are simple.

There is no conventional commercial market for humanitarian demining products. The real budget holders are the donor governments, and the multiplicity of donors, decision-makers and end-users, who all have different agendas, has resulted in a lack of a clear specification for equipment required. As a result, and over nearly a decade, the scientific and technical communities in many nations have all carried out programmes which might be considered to be largely duplicative. In many cases, the lack of thorough literature searches by the academic researchers has compounded the problem. Lessons learned in the 1970s and earlier have been subsequently relearned at considerable additional time and expense.

The European Commission has funded 50% of the cost of various humanitarian research programmes. The total cost of the EU research programmes has exceeded 55M€ and, while this has provided regular technical conferences and many technical papers, hardly any of the programmes have resulted in production
or even pre-production equipment. This may have been because of a fundamental lack of appreciation of the process of equipment development by the administrators. The sanguine assumption has been that an influx of pump-priming research funding into multi-partner, academically biased, consortia will result in field-usable products.

Such programmes are often unable do this because a large proportion of the academic organisations involved do not have the capability to design, produce and deliver field-usable equipment to acceptable standards. Whether these standards are environmental, EMC, performance, reliability, etc. is less important than the realisation that the vast majority of the research humanitarian R&D programmes are unlikely to ever deliver production technology to the deminer.

The consequence of this is that, despite the high profile of demining research, those carrying out demining still have not received any significant technology improvement over the current generation of metal detectors. This is a critical issue and needs to be addressed by the national policy-makers and fund-holders. The side-effect of the failure to deliver new technology to the deminer in the minefield is a loss of credibility in the research and development fraternity by the deminers. It has always been ‘jam tomorrow’.

This does not mean that there is no hope that deminers will receive better tools, and it is quite possible that these will be based on radar technology. However, the mechanism does not exist at present to design, develop, manufacture, supply and carry out in-service upgrades for products for a niche market whose timescales do not fit normal commercial product development parameters. It is also considered that the market size and take-up rates do not lead to economical large-scale production runs. New detectors will only be developed and produced if there is direct and full funding for the costs of development and production, as the unique nature of the market does not meet any normal criteria for commercial investment decisions. This issue was discussed by Newnham and Daniels [80].

The challenge that faces those committed to improving the efficiency of humanitarian demining operations, by means of the provision of new and more effective detection technology, concerns bridging the gap between research concept and product. As long as technology remains at the stage of the research prototype, the deminer is denied the benefit of more effective detection.

The starting point in terms of the humanitarian end-user is defined by the UN Statement of Requirement:

‘The area should be cleared of mines and UXOs to a standard and depth, which is agreed to be appropriate to the residual/planned use of the land and which is achievable in terms of the resources and time available. The contractor must achieve at least 99.6% of the agreed standard of clearance. The target for all UN sponsored clearance programmes is the removal of all mines and UXO to a depth of 200 mm’ [81].

The scope of the problem can be illustrated by the experience in Afghanistan, one of the countries most seriously affected by mines. According to the Mine Clearance Planning Agency, over a 15 year period an estimated 20 000 civilians have been killed
and 400,000 wounded by landmines. The current rate is 4000 killed and another 4000 wounded annually. The UN has been making a dedicated effort to clear the 9 million mines. Since 1989, 34 km\(^2\) of land have been cleared of 63,000 mines. The annual cost runs to US$ 15 million to clear 13 km\(^2\). Treatment and rehabilitation averages $5000 per victim.

Afghanistan is not unique. There are an estimated 60–100 million mines in place in 62 countries. Some of the most affected are countries that are or have been of concern to UNHCR, such as Angola, with 9–14 million mines, Cambodia with 8–10 million and Mozambique with over 1 million. The casualties are correspondingly high. The estimated number of people who have had limbs amputated by mines in Cambodia is 30,000, in Mozambique it is 8000, while in Angola the figure for just lower limbs is 15,000. Worldwide, landmines are taking 800 lives each month, according to the International Committee of the Red Cross.

The large majority of civilian casualties are caused by anti-personnel mines, which come in a wide variety of types. Many are designed only to maim. The blast-type anti-personnel mine will cause a traumatic amputation to a foot or leg, often injuring the other leg and genitals as well. Fragmentation mines are far more deadly. Some models shoot hundreds of metal fragments in an arc that reaches out 50 m. Other types spring into the air when triggered and then explode at waist level. Anti-personnel mines can be buried in the ground or placed on the surface and can be set off by pressure, trip wire, remote control or sensors. They can be laid by hand, dropped from airplanes or spread by artillery. Many are made of plastic, which means they cannot be located by metal detectors during clean-up operations.

Anti-vehicle mines are less numerous but more powerful. A mine that can disable a tank will destroy a civilian vehicle and kill its occupants. These mines usually cannot be detonated by a person's body weight alone, although when they are fitted with an anti-handling device they become anti-personnel weapons. Anti-vehicle mines are a particular threat to humanitarian aid workers, who must travel on roads before they have been systematically cleared.

The situation for the military requirement is much more straightforward. Most military programmes have clear requirements and well organised procedures for the procurement of equipment.

This Chapter will review the various National Programmes with specific reference to radar techniques and will provide a description of a cross-section of various programmes, both military and humanitarian. It will then consider some issues related to test methodologies, basic detection principles and will then describe several projects that appear to be high on a technology readiness level.

### 12.2 Humanitarian and military national programmes

In this Section a very brief overview of the various national humanitarian and military programmes that relate to GPR technology is provided.
The Australian national programme comprises hand-held and vehicle mounted developments. The HILDA Dual Sensor Hand-Held Mine Detection System is based on the pairing of a Minelab F1A4 metal detector with a developmental GPR designed and fabricated by the Australian Commonwealth Scientific and Industrial Research Organisation (CSIRO). Integration and software development has been managed by DSTO. The system was originally developed in 1996, and has shown promising performance. A recent software and hardware upgrade has been carried out. This GPR is an impulse GPR of unique design, using CSIRO’s proprietary technology, which is adapted to produce a uniquely low-noise and low-cost GPR. The GPR is designed with interchangeable antennas with centre frequencies of 800 MHz, 1.2 and 1.6 GHz. Bandwidth is approximately 80% of centre frequency. The GPR has been used in conventional, differential and bistatic modes. The system transfers its sensor data to a separately carried laptop PC, where basic processing is carried out with visual output to an LCD VGA display or to a commercial HUD. No further fusion is implemented. The system has not been evolved beyond its developmental status. Plans exist to upgrade the metal detection element to the current Minelab F3 model, and to improve data acquisition, detection and display performance, as well as implementing limited data fusion. Funding to initiate this program has been programmed by the Australian Army as part of its Land 144 acquisition plans.

The vehicle based programme entitled RRAMNS was funded June 2000 and has been vigorously pursued since. It is intended as a demonstration unit to allow the development of underlying technologies prior to adoption by the Australian Defence Force. The RRAMNS CTD system includes the Minelab STMR (single transmit, multiple receive) metal detector, the GeoCenters Model 403 GPR array and three commercial cameras. It is designed to detect over a 3 m track width. The GPR is an impulse GPR design, covering the frequency range of 0.7–1.3 GHz. The system implements GeoCenters’ ‘energy focusing’ approach with programmable time-gated selection of transmit/receive groups. The IR cameras are Inframetrics units, spanning the usual 3–5 μm and 8–12 μm regions. A conventional commercial video camera covers the visible region. A precise position and timing system using GPS, a road wheel and a digital compass maintains local registration of detection data to an accuracy of a few centimetres, through a combination of differential GPS and derived dead reckoning. Electronic integration and data fusion software is furnished by Tenix Defence Systems, implementing approaches and algorithms evolved by DSTO and Tenix.

The system is fitted to a purpose designed trolley, which is pushed ahead of a medium-sized 4WD truck. The trolley is substantially nonmetallic ahead of its wheels, maximising the performance of the metal detector. The RRAMNS system had its first major trials in May 2003, and will be the test-bed for developing system concepts for the Australian Army’s Land 133 Project.
The RRAMNS CTD project is regarded as one of the most successful CTD projects in the Australian Defence Department, and will undergo evolutionary development, mostly in software areas, during the next few years, as its technology is transferred into production for the Australian Defence Force.

12.2.2 Belgium
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In 1996, a Belgian project on humanitarian demining (HUDEM) was initiated by the Belgian Ministry of Defence and is supported by the Belgian Ministry of Defence and the Belgian State Secretariat for Development Aid. It is carried out in collaboration with laboratories of other Belgian universities and co-ordinated by the Royal Military Academy (RMA). The research project aims at contributing in solving the anti-personnel landmine problem by funding research grants devoted to basic research on mine detection. In the scope of the HUDEM project the work on GPR is mainly done by the Royal Military Academy, the ‘Université Catholique de Louvain’ (UCL) and the ‘Vrije Universiteit Brussel’ (VUB).

In the SIC laboratory of the RMA a study was carried out on the use of an ultra-wideband GPR for the detection of anti-personnel landmines [82]. Three main contributions have been made in association with this study. First a dielectric-filled TEM horn was developed and tested. It was found that the dielectric-filled TEM horn is a good candidate for an ultra-wideband GPR as it is capable of radiating and receiving very fast transient pulses, without too much ringing. A second main contribution was made in the domain of system modelling. In this study the whole system, i.e. GPR system, ground and target, is described in the time domain by considering it as a cascade of linear responses, resulting in a time domain GPR range equation. Finally, a novel migration method is proposed that integrates the time domain model of the GPR in the migration scheme. A synthetic 3D point spread function of the GPR, i.e. a synthetic C-scan of a small point scatterer, is calculated by forward modelling. The 3D point spread function, containing system characteristics like the waveform of the excitation source, the combined antenna footprint and the impulse response of the antennas, is then used to deconvolve the recorded data. Results of this migration method on real data obtained by an ultra-wideband GPR system show that the migration method is able to reconstruct the top contour of small targets like AP mines, in some cases even with the correct dimensions. The method is also capable of migrating oblique targets into their true position. The migration scheme is not computationally intensive and can easily be implemented in real time.

In the EMIC laboratory of the UCL, promising advances have been made on the forward and inverse modelling of the radar signal for identifying the soil dielectric properties [83, 84]. The method relies on a specifically designed GPR consisting in an ultrawide band (UWB) stepped frequency continuous wave (SFCW) radar combined with a monostatic TEM horn antenna to be used off-ground. Additionally to its high mobility, this radar configuration allows for an accurate and efficient modelling of
the radar–antenna–sub-surface system, which is based on linear system components in series and parallel describing the antenna, and on the exact solution of the three-dimensional Maxwell equations for wave propagation in a horizontally multilayered medium representing the shallow sub-surface. The model was validated in laboratory conditions on a tank filled with a two-layered sand subject to different water content levels. The model agreed very well with the measurements and the soil dielectric properties were accurately determined from the GPR signal inversion. Henceforth the antenna model constitutes a field-usable tool to improve sub-surface sensing using monostatic GPR. Yet research on the soil dielectric characterisation and mine identification still pertain to concept demonstrators that have to be progressively improved and validated in conditions closer to the reality.

In the ETRO-IRIS Department of the VUB, two research topics were pursued during the HUDEM project, namely GPR data processing and object classification and imaging. For object characterisation/classification a five step scheme was implemented. Starting from GPR data acquired over an area, the first processing block corresponds to a pre-processing phase consisting in estimating and removing the clutter, followed by a detection phase allowing the detection of the scatter due to the presence of an object. From the detected samples, temporal and frequential features are estimated to characterise the object, which in turn are used to classify the detected object. The classification is based on the parametric and/or nonparametric models estimated in a learning phase and includes combination of several classifiers (one for each feature space) and relaxation stages. The developed scheme was tested on laboratory and realistic field data [85, 86]. Research in imaging yielded the implementation and comparison of two algorithms: a synthetic aperture radar (SAR)-like focusing algorithm and a migration algorithm. Both algorithms take into account surface refraction and ground attenuation; moreover, the needed parameters such as antenna height and sub-surface permittivity were estimated out of the data. The algorithms resulted in three-dimensional views of the sub-surface objects of acceptable resolutions and shape.

12.2.3 Canada

The Canadian programme is carried out by DRDC in Suffield and in addition to many other technologies includes information on GPR Mine Detectors and Wide Area Detection/Remote Detection at the following URL: http://www.dres.dnd.ca.

The main thrust of the Canadian military programme consists of a vehicle based system with GPR manufactured by ELTA of Israel as well as metal detection and infra-red systems. The ILDP system built by General Dynamics consists of a remotely controlled vehicle carrying three scanning sensors which operate while the system is in motion, a metal detector array (MMD) based on electromagnetic induction (EMI), an infra-red imager (IR), ground penetrating radar (GPR), and a confirmatory sensor which requires the system to be stationary and near a target of interest, consisting of a thermal neutron analysis (TNA) detector. Each of the sensors provides information concerning the presence (or absence) of physical properties which accompany the presence of landmines. For example, IR provides a measure of thermal
anomalies, EMI reports anomalies in electrical conductivity, GPR detects anomalies in dielectric and other electromagnetic properties, and the TNA provides a measure of nitrogen content. The system utilises detection-level data fusion and requires each of the sensors to provide a position estimate and a measure of the confidence that the respective property, detectable by that sensor, is present in a local patch of ground about the reported position. A vehicle control station (VCS) is housed in a Command and Control trailer that follows the detection vehicle. The VCS serves as the operator interface as well as the data processing and display capabilities. The concept of deployment assumes that a suitable protection vehicle precedes the detector vehicle to remove small anti-personnel and tripwire-activated landmines and that the detector and vehicle will not activate typical anti-tank landmines.

The advanced development model (ADM) was completed in October 1997, and testing and improvements are ongoing. Despite being an ADM, tests at the Defence Research Establishment Suffield (DRES), Alberta, Canada, involving hundreds of operating hours and hundreds of kilometres travelled, have shown its robustness.

In US government tests in summer 1998 at Aberdeen Proving Grounds, Maryland, and Socorro, New Mexico, the ILDP system placed first or second out of five competitors on every test even without fully utilising the TNA detector (the ILDP system was the only competitor with a confirmatory sensor). The exceptional performance of the ILDP system in extreme conditions has validated the utility of a tele-operated landmine detector system employing multiple sensor types and data fusion.

Based on the success of the ILDP system, the Canadian Forces have initiated a follow-on project to build and procure four systems, using the detection technologies and operating principles developed during the Improved Landmine Detection Project. The first of these systems, which are planned to be deployed in Canadian Forces' theatres of operation, was scheduled for delivery in April 2001.

### 12.2.4 European Commission programmes

The aim of the ESPRIT R&D area on humanitarian demining is to research, develop and validate equipment and practices to improve the speed, efficiency and safety of humanitarian demining operations worldwide.

#### 12.2.4.1 Single-sensor systems:

26293 MINEREC proposed to couple high-performance computing and algorithms with a ground penetrating radar sensor array to improve the detection and false-alarm rates in recognition of buried anti-personnel mines.

29902 DEMINE: the aim was to develop an advanced low-cost ground penetrating radar. Validation was planned through tests at the JRC in Ispra and in the field by mid-2000.

#### 12.2.4.2 Multi-sensor systems:

26331 DREAM proposed to develop and demonstrate data fusion algorithms and human–machine interface concepts for the elaboration of a multi-sensor system
to detect, localise and classify anti-personnel landmines. The resulting methods, algorithms and architecture will be used in follow-up projects INFIELD and LOTUS.

29944 INFIELD is to develop and test a hand-held system with an integrated metal detector, ground penetration radar and radiometric sensing. The system will be validated at the JRC in Ispra, and field tests will be conducted in Bosnia and an SADC country. Short-term deployment (1999–2000) was targeted.

29870 HOPE is to develop a portable system integrating a gradiometer metal detector, an advanced ground penetrating radar and a microwave radiometer. Validation would be performed at the JRC in Ispra and field tests in Angola, Iraq and Bosnia. The prototype was expected to be completed and tested by the end of year 2000.

29895 PICE aims at developing a man-portable system integrating a metal detector and ground penetrating radar. Addition of a gas sensor is to be explored later. Laboratory tests will be made at the JRC in Ispra and at the FOA Research Centre in Sweden. The system was expected to be deployed in 2003.

12.2.4.3 Vehicle-based multi-sensor systems:

26337 GEODE proposes to develop and demonstrate computer architectures and data fusion algorithms for the elaboration of a multi-sensor system to detect, localise and classify anti-personnel landmines. The results would feed into follow-up project LOTUS.

29812 LOTUS proposes to further develop sensors based on metal detection, infrared and ground penetrating radar, the necessary multi-sensor fusion and the integration on a tele-controlled vehicle platform. The work would perform integration of the multi-sensor platform on the vehicle for a proof of concept operational demonstration.

12.2.5 France

Research is very active, and the substantial budgets allocated make it possible for the DGA to fund activities in the three basic technical areas of mine clearance: detection, decoy (where the idea is to trigger the mine remotely by simulating the presence of a target) and neutralisation (aimed at destroying the mine avoiding detonation in order to prevent any collateral damage).

The ‘Salamander’ project (duration: 3 years), carried out by Thomson CSF Detexis, is aimed at designing a vehicle-mounted, multi-sensor demonstrator detection system, by combining the best detection technologies currently available (electromagnetic, ground penetrating radar, radiometry and opto-electronics). The system will include high-performance algorithms for merging information stemming from various detectors. The project is supplemented by longer term studies aimed at selecting and developing other promising technologies: detection using neutron flows, acoustic or seismic waves, quadrupole magnetic resonance, olfactory sensing, etc. Through the assessment of new portable detectors currently showing up on the market, we are also preparing to acquire the best available equipment whenever the staff of command expresses the need.
To assess and develop these new technologies, a benchmark minefield is to be built at the Technical Institution of the city of Bourges (ETBS), which belongs to the DGA. This minefield will offer better security and reproducibility conditions for assessment tests of countermining techniques on both fake and real landmines.

12.2.6 Germany

Germany has several research and development programmes, and the one involving the close-in detection and neutralisation of mines systems is termed MMSR. MMSR is required as a vehicle mounted multi-sensor system to detect single mines, both ATM and APM. Sensor technology to be used in the present system is UV, NIR, MIR, EMI (metal detector) and GPR (ground penetrating radar). The current system, consisting of a nonmetallic rack with integrated sensors, is used for proving the efficiency of single sensors and data fusion mounted on a vehicle for initial measurement trials. The technology of the confirmation sensor for explosives which is required additionally has not yet been decided, as possible technology NQR is considered. Two test ranges for conducting trials are available: one in the area of the main industrial contractor MaK System Gesellschaft, Unterlüß, and the other at the test site of Technical Centre 52, Oberjettenberg. Neither of these test sites includes live mines but only surrogate mines and false targets.

12.2.7 Netherlands
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Information on the Dutch National programmes regarding 3D signal processing for GPR and Advanced Re-locatable Multi-Sensor System for Buried Landmine Detection, can be found at the following URL: http://www.tno.nl/instit/fel/os/prg/the_mine_detection.html.

Since 1996 a number of research and development programs in the area of de-mining have been carried out in the Netherlands. The major part of these programs (such as HOM2000, ‘Advanced relocatable multi-sensor system for buried landmine detection’, ‘Improved GPR technology’, VIRLAD) are national programs sponsored by the Netherlands Ministry of Defence and Dutch National Technology Foundation (STW). In addition, Dutch organisations participate in international projects, programs and initiatives. The main goal of these programs is the development of technology and methods for landmine detection.

The main Dutch research organisations in the area of landmine detection technology are TNO-FEL (National Defence Laboratory) and TU Delft (Delft University of Technology). The main direction of the national research in the area of landmine detection technology is in advanced sensor development. The most dominant research topic is the development of GPR sensor technology for landmine detection. TU Delft is playing a leading role in this area, not only within the Netherlands, but also internationally. In the past few years more than 80 man-years of research was done on this topic. The overall aim of the research is to investigate the feasibility of using GPR
with integration of multiple microwave-sensor technologies to enhance the landmine detection rate and to decrease the false alarm rate.

The TU Delft research activities resulted in development of two types of dedicated landmine detection GPRs: a video impulse radar and stepped-frequency radar. The principal novelty of the system is its multi-waveform (for the video impulse radar) or multi-frequency (for the stepped frequency radar) operation. The radars are equipped with advanced processing tools, which include polarimetric algorithms for sub-surface imaging, advanced detection algorithms, feature extraction and classification algorithms. The performance of the radars has been tested (as a single sensor and as a part of a multi-sensor system as well) at the test site for landmine detection systems located at the TNO-FEL. Environmental influence (soil type and moisture, temperature, etc.) on the detectability and the false alarm rate has been investigated carefully.

12.2.8 Russia

Information on the Russian humanitarian programme is given at the following URL: http://www.rslab.ru/english: Remote control mine detection system with holographic GPR and metal detector, Passive-active mm radiometer for detection of mines installed on the ground surface, and Airborne minefield detection for humanitarian operations.

12.2.9 Sweden

For several years, research and development in the area of ammunition and mine clearance has been carried out by the Swedish Defence Research Agency (FOI). This activity started as a response to the articulated military need for more efficient reconnaissance and clearance techniques. Gradually the need for R&D has been further accentuated, caused by the increase of Swedish engagement in different international programmes. For further information please see the following web sites: http://www.foi.se/english/ and http://www.swedec.mil.se.

A man-carried multi-sensor system was the goal for the EU-project called P.I.C.E. (Pinpoint, Identification, Clearance and Ensurance), in which FOI was involved. It was planned as a two-year project ending 31 December 2000. The FOI's task was, among others, to develop classification algorithms and to support the co-ordinating industry (the Swedish defence company SAAB) in issues concerning GPR techniques. However, some difficulties, especially concerning the development of the integrated sensor head, called for an extended project time schedule of one year. Owing to circumstances not fully known to FOI, the EC decided not to accept such an extension, and the project was terminated before the goal was obtained in December 2001. Owing to lack of financing, FOI have had to postpone the multi-sensor MD/GPR and concentrate on GPR as a single detector. Up to now FOI has demonstrated real time in field detection and classification of anti-tank mines. The signal processing algorithm discriminates between stones and metal fragments, and detects forward mines and mine-like objects.
During 2002 the project focused on adding a positioning sensor to the antenna head in order to be able to use two-dimensional scanning information used for three-dimensional classification processing. Preparation was also being made for participation in international test and evaluation of GPR-systems at the EC Joint Research Centre (JRC) in Ispra, Italy, in spring 2003. This T&E activity is a project within ITEP (the International Test and Evaluation Program for Humanitarian Demining), and the lead partner is the JRC. Evaluation of the HUMUS-DSS experimental radar has also taken place in Croatia during 2003. Further information can be obtained from the Mine Radar Group Swedish Defence Research Agency.

12.2.10 United Kingdom

In the UK there are two main programmes. The humanitarian programme is composed of MINETECT sponsored by the Department of International Development and the PHMD developed by QinetiQ under UK Treasury Funding. In addition, the Mineseeker programme was developed by a consortium of Virgin and QinetiQ, and was trialled in Kosovo, as detailed in Section 12.7.2.

The military programme is based around both vehicle and hand-held systems, and competitive feasibility assessments for a vehicle based system called MINDER were carried out by separate consortia led by Ultra Electronics and Thales in 2002. The programme moved onto two further stages, Mounted Countermine Capability (MCMC) and Dismounted Countermine Capability (DCMC), which are planned for in-service use during the next decade. Further information can be obtained from the UK MoD Defence Procurement Agency and DSTL Fort Halstead.

12.2.11 US Army military programme

12.2.11.1 Ground Standoff Mine Detection System (GSTAMIDS): The vehicle based Ground Standoff Mine Detection System (GSTAMIDS) is being developed in three phases, termed blocks.

In GSTAMIDS block 0, the primary mission is mine detection and marking in support of route clearance operations. It consists of a remotely controlled mine detection vehicle (MDV), which employs ground penetrating radar, an infra-red camera and metal detectors to detect and mark metallic and nonmetallic anti-tank mines. A blast-protected control vehicle remotely operates the MDV.

GSTAMIDS block 1 provides enhanced detection capability and faster clearance through emerging mine confirmation and neutralisation technologies. The MDV may have an on-board neutraliser, or a different platform may be used to neutralise the marked mines. The program will use a commercially available chassis for the MDV to cut costs and increase performance. Features of this evolutionary block include integration of advanced capabilities, a confirmation sensor, automatic mine detection, faster detection speeds and mine clearing capability. Standard communications channels linked to the manoeuvre commander will report minefield information.

GSTAMIDS block 2 will be modular so that it can be attached to a variety of military vehicles. The primary improvement will be the capability of forward-looking detection and avoidance.
12.2.11.2 Hand-held Standoff Mine Detection System (HSTAMIDS): The HSTAMIDS is a hand-held device with sensors to detect all metallic and nonmetallic anti-tank and anti-personnel mines. If a mine is detected, an audio cue alerts the operator. Built-in warning and test equipment also alerts the operator of potential system malfunctions and assists unit maintenance personnel in locating the problem. Current mine detectors detect only mines with metal content and generally have difficulty picking up mines with low metal content. They also have trouble distinguishing nails, shrapnel and other clutter that often leads to false alarms. Operating in magnetic soils can present problems as well.

The HSTAMIDS is a vast improvement over today's metallic hand-held mine detectors in that it employs an advanced state-of-the-art metal detector in addition to ground penetrating radar (GPR). This is coupled with an advanced microprocessor array and software to provide a high probability of detection (in excess of 95%) for both large and small metallic and nonmetallic anti-tank and anti-personnel mines. The result is a greatly improved system that will protect the soldier and enhance his ability to detect landmines. HSTAMIDS weighs approximately 8 pounds (3.6 kg), uses standard batteries and can be operated by a single soldier.

In addition, the US humanitarian programme has three elements: USHDRD – US Humanitarian Demining Research & Development Technology Program, Minefield Identification System and Camcopter-Landmine Survey and Detection System. For further information please see the following URL: http://www.humanitarian-demining.org.

12.3 Performance and test assessment

The key issue with any sensor for mine detection including GPR is the probability of detection and false alarm rate. The key to this issue is the statistical confidence with which the claims of a particular hardware design, algorithm or software, sensor or combination of sensors performs. For this reason it is appropriate to explore some of the issues related to this topic.

Elementary statistical sampling theory can be used to show that the confidence that can be placed in a test of a limited sample set is fundamentally related to the size of the sample set. If 10 mines are tested and even if all are detected (a probability of detection of 100%), the statistical confidence in the claim is limited by the number in the set. At the 95% limit, the upper and lower confidence bounds can be derived from the binomial distribution to show that, with a sample set of 10, the bounds as shown in Figure 12.2 exist. The x-axis shows the proportion of the sample set detected, and the y-axis shows the probability of detection.

In contrast, the limits for a sample set of 100 are much closer and are shown in Figure 12.3. These values are based on the small sample interval for calculating confidence intervals, and a Mathcad™ programme is provided to calculate limits based on the binomial distribution.

A fully detailed consideration of the issues is given by Simonson [87], who considers the difference between the small sample approach based on the binomial
Figure 12.2  Upper and lower confidence bounds for a sample set of 10 (binomial distribution)

Figure 12.3  Upper and lower confidence bounds for a sample set of 100 (binomial distribution)
distribution and a large sample approach using the normal distribution. Note that the large sample distribution suggests a closer interval between the bounds.

Voles [88] also considers these issues and shows that, based on a Poisson distribution, even if no mines were missed in a test of 100, then at the 95% confidence limit the highest value of probability of detection that can be claimed is 97%. Voles also showed that to achieve the 99.6% probability of detection at a confidence level of 95% would require a test of 750 mines and none should be missed. The issue of false alarms was considered, and for a maximum probability of 1% per m$^2$ no more than 4 false alarms over an area of 900 m$^2$ should be generated by the detector.

An alternative way of considering the performance of a GPR system is to consider the receiver operating characteristic (ROC) curve. The ROC is a method of plotting the probability of detection against the probability of false alarm. It is extremely useful in measuring the performance of systems, and an example based on a hand-held GPR system tested as part of an International Test and Evaluation Programme (ITEP) is shown in Figure 12.4. Essentially the ROC curve shows the probability of false alarm (PFA) for a given probability of detection (PD). In the example the PD = 1 and the PFA = 0.15. Note that the size of the sample set should also be known in order to establish the confidence bounds. In the case given, the lower confidence bound is 87% at the 95% confidence limit.

The tests should, of course, be conducted on identical mines in identical soil conditions at identical depths at identical mine angles, otherwise the comparability of results will not be valid.

The testing of GPR systems should ensure that there is an adequate statistical distribution of:

- AP and AT mines
- GPR clutter
- ground topography
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Figure 12.5  Overview of the six test lanes (each 10 m long and 3 m wide) and the measurement platform at TNO Holland

Figure 12.6  Cleared minefield in Southern Lebanon (courtesy ERA Technology)
In testing mines the following points should be considered in emplacing the mine:

- type of mine, surrogate, inert, etc.
- size of mine
- internal structure of mine (are surrogates valid?)
- explosive content of mine (test with explosive content?)
- depth of mine
- attitude of mine, horizontal, angled, etc.
- proximity to other targets, i.e. AT mines.

The type of clutter is just as important in that GPR will respond to:

- stones
- animal burrows
- cracks in the soil surface
- pooled water in sub-surface hollows
- tree roots
- changes in vertical or lateral soil structure
- changes in surface topography.

There are significant differences between most of the test sites used for mine testing and real field conditions, as the photographs in Figures 12.5 to 12.7 show.

Comparison of real minefield sites with test sites shows that the level of surface clutter is far higher in real life than on the test site, and test results from current mine test sites could easily lead to an over-optimistic assessment of GPR performance.
12.4 Mine detection with GPR

There are some key issues that the developer of GPR mine detection technology should identify before any project is started. These relate to the specification for the equipment performance, the selling price for the system and the operator requirements for operation, training and in-service support. Too many mine detector development projects have failed because the basic disciplines of project assessment and management have been neglected.

No major GPR mine detection project should be started without a clear User Requirements Document (URD) and from this follows a System Requirements Document (SRD). As far as the user is concerned the parameters that matter are listed in Table 12.1 which, for illustration, has been geared around a hand-held detector.

There have been a vast number of research and development programmes, and the literature available on the subject of GPR for mine detection is considerable. The papers range from modelling studies to field trials. A literature survey is included in the list of references, and those papers by Carin, Miller, Gader, Rappaport, Peters, Young, Chen, O’Neill and Yarovoy [89–107] are recommended as being valuable.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environmental performance</td>
<td>Max. and min. temperatures</td>
</tr>
<tr>
<td></td>
<td>Dust protection</td>
</tr>
<tr>
<td></td>
<td>Water protection</td>
</tr>
<tr>
<td></td>
<td>Shock and vibration</td>
</tr>
<tr>
<td>Ergonomics</td>
<td>Use by female and male deminers. Controls, balance etc.</td>
</tr>
<tr>
<td>Weight</td>
<td>Use by female and male deminers. Less than 5 kg?</td>
</tr>
<tr>
<td>Battery life</td>
<td>12, 24, 48 h, 1 month, 2 months, D cells?</td>
</tr>
<tr>
<td>Serviceability and maintainability</td>
<td>Can it be repaired in the field? Can it be repaired in Third World workshop?</td>
</tr>
<tr>
<td>Upgradeability</td>
<td>Can new software and hardware upgrades be field implemented?</td>
</tr>
<tr>
<td>Operating bounds</td>
<td>Does the detector warn operator when soil is too lossy?</td>
</tr>
<tr>
<td>Variance in unit performance</td>
<td>How does the detection performance vary from unit to unit?</td>
</tr>
<tr>
<td>Interference</td>
<td>Do power lines and mobile phones interfere?</td>
</tr>
<tr>
<td>Compatibility</td>
<td>Do units interfere with one another and at what distance?</td>
</tr>
<tr>
<td>Compliance</td>
<td>Do units meet ETSI, FCC, EU and national radio and EMC standards?</td>
</tr>
<tr>
<td>Product liability</td>
<td>What does the manufacturer accept?</td>
</tr>
</tbody>
</table>
source material for researchers and developers. The PhD theses by Brunzell [108], Scheers [82], Martel [109] and Brooks [110] are also highly relevant to the mine detection problem.

It is not always easy to obtain quantifiable and comparable results from many of the research projects although the JRC at ISPRA has a database of GPR mine signatures which readers may find useful. Some data are included in the CD and a preview of these data is given in Figure 12.8. The data are processed GPR data from the EU DREAM project (courtesy ERA Technology). The image covers an area 1 m by 0.6 m and represents C-scans at intervals of 200 ps. There are six mine targets distributed evenly over the area. The CD contains the processed data in two stages and also Paintshop Pro Animation™ sequences of the GPR image.

A key feature of GPR noncontacting ground antennas is their illuminating footprint. A simple geometric model of an isotropic radiator is useful to illustrate the issue. If the ground to antenna spacing is increased in 10 cm steps from 10 cm to 50 cm the diameter of the illuminating footprint on the ground will also increase. This is shown in Figure 12.9. As the resultant radar image is effectively the convolution of the antenna footprint with the target radar spatial cross-section, the target image becomes blurred. This effect increases with antenna to ground spacing and eventually results in targets with small radar cross-section (AP mines) becoming vanishingly small. A simulation of a sequence of radar images as a function of incremental footprint diameter (each frame shows a doubled footprint diameter) is shown in Figure 12.10. The area of each frame is 1 m by 1 m and various targets of different size and reflection coefficient are shown. An 8-bit greyscale is used.

It can be seen that the effect of the loss of spatial resolution is significant and the smaller targets become rapidly lost in the image. In addition to this effect, the fundamental probability of detection of the GPR as a system should be considered. In the absence of any clutter whatsoever in the ground and assuming a complete removal of the front surface reflection, it is possible to calculate the probability of
Figure 12.9  Calculated isotropic radiator ground footprints over a 2 m by 2 m area for increasing ground to antenna spacing from 10–50 cm in 10 cm increments
The 3 dB level is shown highlighted. An 8-bit greyscale dynamic range is used

Figure 12.10  Calculated target images over a 1 m by 1 m area for increasing doubling footprint diameter for various targets
An 8-bit greyscale dynamic range is used

detection as a function of target range and target size. This is shown in Figure 12.11. The family of curves represents the probability of detection (PD) versus range for dielectric cylinders of diameters 5 cm to 50 cm working from left to right. It has been assumed that the signal to noise ratio (SNR) of the radar receiver is 14.6 dB and the mine signal is 6 dB greater than the SNR. A frequency of 1 GHz was used with a target \( \varepsilon_r = 2.2 \), soil \( \varepsilon_r = 6 \) and ground attenuation of 30 dBm\(^{-1}\). The antenna to ground spacing is 10 cm. The PD for the smallest diameter target falls below 0.9 at a depth of 10.25 cm below the surface of the ground.

The same model can be used to calculate the PD at frequencies of 0.5 GHz (Figure 12.12), and 2 GHz (Figure 12.13), and the effect on the PD is significant. At 2 GHz the PD degrades significantly.

In addition to the increased attenuation losses at frequencies above 1 GHz, the situation regarding clutter should also be considered. Figure 12.14 shows a comparison between images taken at 1 GHz and 2 GHz. The 2 GHz image contains much more information than the 1 GHz image and on first sight would appear to be a better choice of frequency to use. However, the increased information also entails an increase in clutter, and a careful assessment of the impact of this on the overall system performance should be carried out.
Figure 12.11  Probability of detection versus range for cylinder diameters 5 cm to 50 cm
Clutter ratio −6 dB; frequency 1 GHz; target $\varepsilon_r = 2.2$; soil $\varepsilon_r = 6$; attenuation 30 dB m$^{-1}$; spacing 10 cm

Figure 12.12  Probability of detection versus range for cylinder diameters 5 cm to 50 cm
Clutter ratio −6 dB; frequency 0.5 GHz; target $\varepsilon_r = 2.2$; soil $\varepsilon_r = 6$; attenuation 30 dB m$^{-1}$; spacing 10 cm
Figure 12.13  Probability of detection versus range for cylinder diameters 5 cm to 50 cm
Clutter ratio −6 dB; frequency 2 GHz; target $\varepsilon_r = 2.2$; soil $\varepsilon_r = 6$; attenuation 30 dB m$^{-1}$; spacing 10 cm

Figure 12.14  Comparison of radar images at 1 GHz (upper) and 2 GHz (lower) over the same area and depth range of 1 m by 0.6 m with two mines present (courtesy ERA Technology)
12.5 Hand-held mine detection

A possible specification for hand-held mine detectors for humanitarian use might be as follows:

- weight (all up) <3 kg
- battery life (D cells) >12 h
- upright or prone single operator Yes
- head width (x-axis) <200 mm
- mine/no mine indication Yes
- depth range for all targets/all soils 300 mm
- PD >99.95%
- FAR <0.01 m$^{-2}$
- all soils advise
- mine classification Yes
- demining environmental conditions all world
  (temp, shock, vibration, etc.)

It is more than likely that a GPR system will be combined with a metal detector. There will be certain requirements on a metal detector and these should also be considered during system design. The most advanced systems in terms of technology readiness level (TRL) are the US Army HSTAMIDS hand-held detector under development by Cyterra (US) and the MINETECT humanitarian detector under development by ERA Technology (UK). The HSTAMIDS is in limited production and is at the highest TRL, while the MINETECT system is working through a field trials programme. The HSTAMIDS system combines a metal detector system manufactured by Minelab of Australia with a three antenna stepped frequency GPR system developed under US Army funding by Cyterra. The MINETECT system combines a metal detector system manufactured by Vallon of Germany with a two antenna impulse radar GPR system developed for the Department of International Development (UK) by ERA Technology. This system is described later in this Chapter. Many other national programmes have attempted the development of a hand-held mine detector, but the TRL of these developments is probably lower than the HSTAMIDS and MINETECT.

There are differences between the requirements for military and humanitarian detectors, and these should be clearly identified during development programmes. The level of field support required (in military parlance, Integrated Logistics Support (ILS)) is radically different for military and humanitarian detectors. It might be considered that humanitarian detectors have greater requirements for field survivability because of the lower ILS regimes.

It is useful for those proposing projects on hand-held demining to consider the millions of dollars that have been spent on the US HSTAMIDS programme which has resulted in a useful output. While there is a superficial attraction in involvement with mine detection programmes, the resources required to bring a credible solution to fruition are considerable and should be in place at the start of the programme. Failure to do so will simply add yet another project report to the growing pile.
12.6 Vehicle mounted

There is much interest in high speed array radar systems for mine detection and work is being carried out on various national (US, UK, Germany, France) as well as international CEU programmes. Arrays are typically between 1 and 4 m in width and can operate at speeds up to 10 kmh\(^{-1}\). While not exhaustive, this Section gives some idea of the different approaches that are being taken to vehicle mounted mine detection using GPR. There are several options that can be considered in terms of design. The radar can look down into the ground or it can look ahead in forward-look mode. The latter is obviously preferable operationally as it removes the need for the vehicle to have overpass capability.

There is potentially a restriction on system performance for forward-look radars. If it is supposed that at or greater than the Brewster angle there is no reflected signal, then a radar looking forward will no longer be able to detect buried targets in the ground when the angle of the boresight of the radar exceeds the critical Brewster angle. If this is true, then for a given height, the performance of the radar will be set by the relative dielectric constant of the ground and the radar forward velocity. The braking distance in metres of a vehicle on a concrete road is given by

\[
D = 0.306(0.023v^2 + 0.68v)
\]  

(12.1)

where \(v = \) speed in kmh\(^{-1}\).

It can be shown that the effective range of the vehicle is defined by both speed and the relative dielectric constant of the ground and is shown in Figure 12.15, which relates to a radar mounted 3 m above the surface of the ground. Note that for low values

![Figure 12.15](image-url)  

**Figure 12.15** Effective range of 3 m high forward-look radar system as a function of forward velocity and ground relative dielectric constant
of relative dielectric constant \((\varepsilon_r = 2 = \text{desert conditions})\) the vehicle speed would be limited to \(15 \text{ kmh}^{-1}\), whereas in wet conditions \((\varepsilon_r = 20 = \text{winter conditions})\) the vehicle speed would be limited to \(33 \text{ kmh}^{-1}\). Effectively, for a given ground condition the vehicle speed is limited by the effective forward range. This may be of little consequence for a vehicle for humanitarian use but could pose a severe limitation for military applications.

There is fundamentally no such restriction on a downward-looking radar. Most radar systems designed for mine detection use an integral array design and exploit the increased capability offered by combining multiple looks and SAR processing. With all array systems, it is important that the surface clutter is properly removed. Close coupling of the antenna to the ground surface is one method. An alternative relies on coherent subtraction but this often means that the ground topography must be relatively smooth. Where removal of the surface clutter is not easy then antennas operating off-normal incidence can be used. However, this in turn brings other problems and antenna near-field effects must be accounted. The effect of grazing angle can be a limitation as it limits the potential for full 3D imaging because of the refractive index of the ground compressing the beam within the soil.

Alternative approaches have been adopted by companies in the US (Planning Systems, GeoCenters, BASystems (ex GDE), Mirage, ARL, Jaycor, SRI, Coleman), UK (ERA Technology, Thales and PipeHawk), France (Thales, Satimo), Germany (Rheinmetall) and Israel (Elta), who have developed array systems as an integral design rather than combining existing single channel radars. Work in the United States under the MURI programmes has enabled universities to contribute to the development of radar technology and processing techniques. Research programmes on radar using 2D arrays and synthetic focusing are reported by Benjamin et al. [103]. The principle of this approach applies synthetic focusing to an oblong horizontal stand-off array, where all the voxels in a vertical slice underneath the centre-line of the array are synthesised electronically.

Where arrays are well spaced away from the zone of interest, then the SAR processing approach is viable, insofar that the vehicle is moving forward and traditional SAR techniques are sideways-look. Forward-look radar systems require cross-scanning and hence an array of antennas in order to create a SAR data stream. The downward-look radar approach has limitations in terms of the cross-range resolution because of the limited number of antenna elements that can be used in an array. (See Figure 12.16.)

![Figure 12.16 Downward-look and forward-look vehicle mounted radar systems](image-url)
The effect of spatial under-sampling on the radar image degrades the image quality. This was investigated by scanning a radar at high resolution (1 cm in both x- and y-directions) and then reducing the data by thinning to 4 cm in the x-dimension and 6 cm in the y-dimension and then interpolating (linearly) between thinned data samples. The results of this process are shown in Figure 12.17; gradual degradation in image quality can be observed. For AP mines once the array resolution becomes greater than 15 cm the image quality significantly decreases.

Where the array elements are close to the ground, then multiple-look processing suffers from path attenuation and diffraction from clutter generating objects. Hence it is found that the close-in downward look needs to be processed in a different way from downward look where the antenna array is raised above the surface of the ground, where cross-range spatial resolution is compromised. Further details of the tests carried out on five vehicle based systems in 1998 in the United States are given by Rotondo et al. [112]. These systems were multi-sensor based and were tested against predominantly AT mines. Of all the sensors the GPR performed best, although as expected buried minimum metal mines were the most difficult to detect. Several examples of recent developments and the different design approaches are described below.

An example of a recent development is the vehicle developed for the UK MoD MINDER Competitive Assessment Phase (CAP) programme by a consortium comprising Ultra Electronics, General Dynamics and ERA Technology and shown in Figure 12.18. This was a remotely operated vehicle with multiple sensors and the 4-m-wide GPR array can be seen at the front of the vehicle.

The following material is quoted from a paper by Daniels et al. [76] from the IEE International Conference, Radar 2002. The key issues for the design of multi-element GPR systems lie in the channel-to-channel performance and tracking over
the desired operational environmental range. A 32-channel GPR system, for example, must maintain calibration of both start time and time linearity for all channels to within demanding limits. In addition, the relative gain and, if used, time varying gain profile, must also match to within close tolerances. Where the antenna array is spaced off the ground there may also be the need to compensate for variations in surface topography. A further aspect to be considered is the antenna element spacing. This needs to be adequate to provide proper resolution of the wanted target and it can be shown that the probability of detection with respect to small targets is closely related to the density of the elements of the antenna array.

An example section showing 16 elements of a 4-m-wide swathe radar system with a total of 32 antenna elements is shown in Figure 12.19. The architecture of the system is based around 16 receivers (8 only shown) each of which sequentially samples the
signal incident on receive antenna elements. The transmitters are synchronised by adjacent receivers and a central master clock. The overall system was developed initially as part of an ERA private venture development programme and subsequently for the UK MoD MINDER CAP programme. The system is designed to be modular in that it can be either increased in width or alternatively in density and up to 64 channels can be configured. The transmitter–receiver modules can be used either singly or up to $N/2$, where $N$ is the number of antenna elements. This offers the possibility of employing the transmitter-receiver module as a core building block for a hand-held GPR system and potentially simplifies maintainability. An example of the image output of the prototype PV 1-m array radar system is shown in Figure 12.20. The system was successfully trialled at DRES in Canada and subsequently in the UK.

An alternative approach has been taken by GeoCenters in the United States. The GeoCenters’ Energy Focusing Ground Penetration Radar (EFGPR) incorporates both bistatic impulse radar and synthetic aperture (SAR) principles by using a two-dimensional array of precisely timed transmitters and receivers to actively image the area under the array. This provides the advantages of multiple transmitters to illuminate the scanned area with broadband energy, multiple receivers to detect back-scattered energy, and provides additional clutter rejection through time-domain synchronisation of multiple impulse radars. By independently controlling the firing and gating of each transmitter and receiver, the system focuses radar energy to a point, then moves that point to scan the area under the array. The data collected form a sub-surface time domain image of the back-scattered energy without requiring processing-intensive translation from the frequency domain. This image is analysed in real time using multiple, independent target recognition algorithms in parallel. Outputs from the target recognition are fused in real-time to declare mine targets and their location. The way in which GeoCenters’ EFGPR uses its controlling electronics to trigger multiple transmitters and receivers to focus is unique and patented. The EFGPR operates by firing groups of four independent transmitters and sampling groups of four independent receivers for each voxel location. For any given voxel, the timing of the impulse from each of the four antennas is precisely controlled so that transmitted energy is coincident in time and thus is focused at the desired voxel location. Likewise, the sampling of each receive antenna is independently timed to be coincident with the transit time of the scattered energy return, focusing the receivers on the desired voxel. On-board software models the time-of-flight through the air/ground media, calculates the timing settings required to achieve this precise alignment, and
uploads these ‘focus tables’ to the controlling electronics. This method of focusing multiple transmitters and receivers both enhances the signal return from a given location and reduces the signal level from other areas not being focused upon (incoherence in scattered returns from other voxels causes them to be ‘out of focus’). Changing the relative timing between the four antennas allows the focus to be scanned left to right, generating voxel data in the crosstrack dimension. As the scanning process is entirely controlled by uploaded focus tables, the number and spacing of sampled voxels is completely programmable. Typically, the crosstrack spacing between voxels is 2\(^\circ\) (50 mm), and the depth increment is approximately 1/4\(^\circ\) (6 mm). GeoCenters’ EFGPR is designed to raster-scan the ground, focusing the combined energy from multiple transmitters on each voxel and only sampling the receivers when the scattered return from that voxel is expected. This obviates the need to collect and analyse massive volumes of data to isolate the scattered return from an object. Successive raster scans are averaged over a constant interval of down-track motion (typically over every 2 inches of forward travel), resulting in high-precision high signal-to-noise spatially normalised radar images. This continuous down-track scanning generates a complete three-dimensional sub-surface radar image of the traversed area. As the output of the EFGPR system is already image data, no additional processing steps are required to produce a three-dimensional volume of image data. The resulting image data can be analysed using standard image processing techniques for enhancement and target detection. GeoCenters’ Automated Target Recognition (ATR) algorithms function on these three-dimensional data as the data are collected, and provide a confidence mapped plan view output as well as target reports in real time (see Figure 12.22).

The down-track energy (depth plot) in Figure 12.21 provides the best graphical representation of the raw EFGPR signal that results from buried and surface laid landmines. As can be seen in the upper right side of Figure 12.21, a mine signature consists of a number of ‘hyperbolic’ radar returns. This is the signature that the down-track feature extraction algorithm is looking for. To enhance the contrast of this signature, the program creates a down-track gradient data representation. In addition, a feature is extracted from the cross-track energy distribution. A gradient representation of these data is also created.

A very different approach is being taken by Planning Systems Inc. in the US. This system uses a forward-look radar with multiple receivers and transmitters to form an SAR image of the buried mines. This system was described by Bradley et al. [105] and is a forward-looking synthetic aperture stepped-frequency ground penetrating radar (see Figure 12.23).

The electronics bandwidth covers the range 400–4000 MHz and all parameters are user selectable. It uses compact, lightweight, Archimedean spiral antennas which have an effective bandwidth over 750–4000 MHz. The radar has 30 receiver channels over a 2.16-m aperture or 46 receiver channels over a 3.36-m aperture. The system has three transmitter modes: 3-element vertical, 7-element vertical, dual 3-element vertical. The TX/RX array is tiltable over a 0–33 degree range. It achieves real-time multi-look beam-forming at 5 km h\(^{-1}\) for a resolution of 10 cm.

Significantly better images of buried mines can be produced by combining looks from multiple closely spaced along-track positions. The processing algorithms are
Figure 12.21  GeoCenters' radar image display

Figure 12.22  Three-metre-wide model 403 EFGPR arrays in initial testing at Australia's Defense Science and Technology Organisation (DSTO) (courtesy GeoCenters)
very simple and robust and results are achieved with uniform shading and no corrections for roll, pitch and yaw which have been implemented in real time. Increased performance may be obtained through the use of optimum array apodisation, improved spatial filters and other processing techniques.
Forward-looking mine detection was demonstrated from a continuously moving platform. Planning Systems Inc. believe that multi-look processing significantly improves forward-looking mine detection and are working on a next generation system which offers increased detection range, speed of advance and sensitivity by means of a combination of electronics, mechanical and processing modifications. An example of the difference between single-look and multi-look for flush buried TM62M mines with a radar tilt angle of 22 degrees is shown in Figure 12.24.

12.7 Airborne

12.7.1 Introduction

Several attempts have been made to detect minefields from airborne platforms. SRI International have shown that mines can be detected from a fixed wing platform, and more details on this are given in Chapter 14 on remote sensing. Work by the Schiebel company on the Camcopter has shown that Unmanned Airborne Vehicles (UAV) may be feasible to carry lightweight SAR radars. An interesting development is the Mineseeker Project which is reported in detail in the following Section.

12.7.2 The Mineseeker airship project

Mineseeker Foundation

Dr G. N. Crisp, Dr P. K. Bishop, QinetiQ plc

12.7.2.1 Introduction: The Mineseeker Foundation is a not-for-profit joint venture between Lightship Europe Ltd (LEL) and QinetiQ which brings to bear two unique technologies to assist humanitarian demining through technical survey whilst also promoting the cause of humanitarian mine action on the world stage. The Mineseeker System uses a radar-equipped airship to safely and cost-effectively locate and delineate dangerous areas at a rate of 100 m² s⁻¹. The sensor technology used is the QinetiQ ultra-wideband synthetic aperture radar (UWB SAR) – a unique technology, capable of airborne detection of plastic landmines, developed over many years for UK defence programmes and now made available for use in humanitarian demining.

A prototype Mineseeker System has been tested and evaluated in the UK and in Kosovo, producing outstanding results (see Figure 12.25). The System is ready to proceed to an 18 month period of further development to deliver an operational system ready for further rigorous testing and evaluation and deployment to mine affected countries, subject only to the project receiving the required funding.

12.7.2.2 Airship platform: There are currently no operational airborne land mine survey systems. Conventional fixed and rotary wing aircraft are not suited to carrying UWB SAR due to its size (the radar antennas will be installed within the airship envelope, which provides both space and protection) and the requirement for a low vibration, near metal-free environment.
An airship provides a mobile, stable platform that has long endurance, low noise and vibration, no propeller downwash (whilst retaining the capability to remain near stationary for long periods of time when required), exceptionally low risk of critical failure, a large payload capacity and a good operator environment to overfly safely and locate mined areas. In environments where helicopters may be perceived as a threat, an airship can provide a nonthreatening solution for which high public awareness of the humanitarian role is easily achievable. The airships used by Mineseeker are uniquely inexpensive, easily deployable and sustainable in remote regions, making them an ideal platform for this role. The presence of an airship in a post-conflict environment offers further possibilities including identifying safe routes for food-aid movement, refugee movement monitoring and land use monitoring.

12.7.2.3 Ultra wideband radar: Over the last decade QinetiQ (previously the UK MoD’s Defence Evaluation and Research Agency, DERA) has developed an advanced UWB SAR capability. Impulse radar techniques are employed to provide what is believed to be a high bandwidth, highest resolution imagery, capable of penetrating foliage and detecting buried objects, such as landmines.

The desire to use a high bandwidth (to achieve high range resolution) together with a low mean operating frequency leads directly to the concept of UWB radar. When combined with synthetic aperture techniques (UWB SAR), a very high range and azimuth resolution is achievable. For a given mean frequency, the resolution achievable by UWB radar is significantly greater than that of narrowband radar. High resolution whilst operating at low mean frequencies is unique to UWB systems and is crucial to achieving foliage and ground-penetration. The radar range resolution
is determined by the transmitted pulse duration – high range accuracy implies very short pulse duration. This resolution, coupled with exceptionally high digitisation rates, allows detection of even plastic anti-personnel landmines. The fact that the radar cross-section (RCS) of dielectric targets (i.e. plastic mines) increases rapidly with frequency and that low frequency energy is needed for good ground and foliage penetration make it unlikely that narrowband systems could be used for reliable detection of landmines.

UWB radar uses waveforms whose frequency spectrum extends from low MHz up to several GHz as determined by the required resolution. A simple implementation of this concept is achieved by using impulse waveforms which may be readily generated with durations down to 100 ps at amplitudes of many kilovolts. Such pulses give a theoretical range resolution of approximately 1.5 cm (range resolution is comparable to pulse width), with a frequency spectrum extending from a few hundred MHz to several GHz.

An initial feasibility study suggested that a resolution of 50 mm in range and 0.5 m in azimuth would be required to adequately detect mines. To achieve this range resolution the system would need an instantaneous bandwidth of approximately 3 GHz, extending from 200 MHz to over 3 GHz.

12.7.2.4 Mine signatures: Metal mines totally reflect radar waves so that the signal detected by the radar depends primarily on the target geometry and the properties of any surrounding soil. For plastic mines the situation is different and a substantial proportion of the incident radar energy can be transmitted into the mine. Some energy is reflected directly back to the radar by the outer surface of the mine and some of the transmitted energy is reflected later in time. For surface laid mines this can result in a complex signature of relatively long duration. The detailed structure of such signatures may be used to identify the nature of the target. Figure 12.26 shows UWB radar data for a metal mine-like target. The metal mine-like target is clearly discernible in the centre of this image. As the airship travels forward, each pulse emitted by the radar results in a single range profile being recorded, and this represents the energy scattered from the scene. The closer the scatterer is to the radar, the earlier in time the energy it scatters arrives at the receiver. In this case the dominant scatterer is the outer surface of the metal mine and causes a specular reflection.

Figure 12.27 shows data for a set of four surface laid plastic mine-like targets and shows distinct differences between the metal mine in the last figure and the plastic mines shown here. The plastic mine-like targets are again clearly discernible and the characteristic signatures of plastic mines are visible. It is seen that energy is received by the radar over an elongated period of time for each target detected. The first return (top-most) is due to the specular reflection from the front of the plastic mine case, and the largest return, later in time, is due to the reflection of energy coupled into the mine body and reflected at the rear surface.

The Mineseeker Airship trials in Kosovo allowed testing of the prototype radar system and data gathering to aid further development towards a capability to positively identify mined areas and submunitions on the ground and therefore reduce the area being searched by the mine and battle area clearance organisations.
The radar was tested against surface laid, foliage obscured and buried mines and UXO. Additionally, and most importantly, the UWB SAR was tested against the United Nations Mine Action Coordination Centre explosive detection dog accreditation site, a fully ground truthed live mine site. Both the sites were of strategic importance during the conflict in Kosovo, with the result that both sites are realistically uneven, cratered and littered with the debris of conflict.
12.7.2.5 Example results: Each of the results shown are raw data that have been subject to SAR processing (focusing) only. No further data processing techniques, detection or discrimination algorithms have been applied.

The data were collected from 60–70 ft (18–21 m) altitude with the radar antennas pointed at 45 degrees to the ground. All plots have azimuth and range sample points spaced by approximately 15 mm. In all cases the azimuth direction (direction of airship travel) is along the front of the plot and the range direction (distance from the radar to the target) is along the side of the plot. Amplitudes of the scattered signal are relative values. Both VV and HH polarisations were collected; the polarisation displayed is indicated in the Figure caption (Figures 12.28–12.31).

12.7.2.6 Summary: UWB SAR technology could produce immediate and quantifiable reduction of the social and economic impact of landmines, through airborne delineation of mine and UXO contaminated areas. This should reduce the risk of

![Figure 12.28](image1) Surface laid calibration sphere, HH polarisation

![Figure 12.29](image2) Surface laid RBL755 (cluster bomb sub-munition – inert), VV polarisation
unintentional entry into hazardous areas, contribute to the efficient allocation of scarce clearance resources and immediately release land for productive use in order to encourage economic growth and stability.

A 20% improvement in the effectiveness of level 2 (technical) surveys could save US$200-250K for each square kilometre of contaminated land in addition to a potential cereal crop yield of US$47 000 per square kilometre per year as reported by the GICHD.

Mineseeker harnesses radar and airship technologies to release a mined area survey capability that is fast, accurate and efficient. UK testing and the deployment in Kosovo of a prototype system has demonstrated that an airship platform has a significant degree of capability in a mine action role and has investigated the current level of performance of the prototype radar. It was possible to survey ground at 100 square metres per second during radar trials.
12.8 Case studies

12.8.1 Introduction

The following Section provides case studies on a variety of approaches to mine detection.

12.8.2 Detection of buried landmines with GPR
Dr Martin Fritzsche

12.8.2.1 Introduction: This contribution discusses the application of ground penetrating radar sensors to the detection and classification of buried landmines. A novel detection and classification scheme is described, which combines image processing of horizontal plane views for object localisation with signal processing and pattern recognition techniques for object classification. Based on the modelling of transient scattering from spheres it is shown how internal object structure determines scattering characteristics. Various types of time–frequency transforms can thus be used to extract salient signal features and to associate each radar signal to one possible category, i.e. as being caused by a mine, by any type of nonhazardous object or simply by the soil background. The investigated techniques are applied to a large data set obtained in field trials and show quite promising results.

The first part of this Section deals with the modelling of transient scattering from spheres, buried in realistic soils. The intention is to illustrate how the characteristics of scattered signals are affected by the internal object structure as well as by soil parameters. In the second part, a novel detection algorithm is presented, which is based on the application of image processing techniques to horizontal plane views, obtained with a projection approach. Detections, thus obtained, serve as regions of interest in the subsequent feature extraction and classification steps, which are performed for each signal, to discriminate between mines, nonmine objects and background. For feature extraction, major emphasis is put on the use of wavelet transforms, as a special form of time–frequency transform. For a detailed discussion of the approach presented here the reader is referred to Reference [114].

The main effort of this work is concentrated on the development of concepts and algorithms for the categorisation of radar signals, based on object-typical scattering. Up to now, a coherent approach, which combines both the detection and the classification step, has hardly been investigated. Whereas the detection step can answer the question where an object is located, only the classification step can give hints as to what kind of object has been encountered.

12.8.2.2 Modelling of transient scattering from spheres buried in lossy soil: Various measurements, conducted in a US military training site (Jefferson Proving Ground, Indiana) provided the basis for the simulations discussed in Reference [115]. Soil samples were taken from different depths (100, 500 and 1000 mm). Every sample was tested three times: first with the natural water content, second dried and third
with a water content near saturation, given below as percentage of volume. The complex permittivity was recorded in the frequency range from 45 MHz to 5 GHz. For a typical soil sample and different volumetric moisture content, Figures 12.32 and 12.33 show curves for the real and imaginary parts of soil permittivity, loss tangent, normalised phase velocity and attenuation.

Measured values, respectively values derived directly from measured values, are represented as dots. Solid lines were obtained via interpolation. Outliers at 0.85 GHz, 1.7 GHz and higher frequencies were caused by resonances in the probe mount. These curves illustrate a noticeable change of dielectric parameters with increasing soil moisture. The real part of the relative permittivity increases from 2.6 for 3% soil moisture to 4.6 for 12%. Propagation velocities are decreased accordingly. At the same time for frequencies around 2 GHz attenuation increases from 10 dB/m for dry soil (3% moisture) to 25 dB/m for moderately humid soil (12% moisture). At the saturation level (49% moisture, not shown here) attenuation will have already reached 100 dB/m. Together, these examples point out the dependency of GPR on the soil moisture content and thus show the limitations of applicability.

Owing to the complexity of object geometry and not sufficiently known soil conditions, a realistic simulation of electromagnetic waves scattering from mines is hardly
feasible. Therefore, the intention of this paragraph is to highlight the dependency of characteristic object signatures from:

- material parameters (contrast of dielectric properties, attenuation, dispersion)
- geometrical object structure (solid sphere, dielectric shell)
- frequency spectrum of the incident pulse.

The simulated data served as a starting point for the development of time–frequency methods for feature extraction, described below.

The scattering of electromagnetic waves from spheres is discussed in great detail in the literature; see, for example, Reference [116]. As incident signal pulse, a Ricker–Wavelet was used, defined by

$$g(t) = (1 - 2\pi^2 f_M^2 t^2) e^{-\pi^2 f_M^2 t^2}$$  \hspace{1cm} (12.2)

with the centre frequency $f_M$ of the pulse given by

$$G(f) = \frac{2}{\sqrt{\pi}} \frac{f^2}{f_M^3} e^{-f^2/f_M^2}$$  \hspace{1cm} (12.3)
Figure 12.34 Scattering from a dielectric solid sphere ($\varepsilon_r = 3$, $r = 50 \text{ mm}$) as a function of soil permittivity
The signal on the left relates to scattering in air.

With bandwidth defined as the distance of the 3-dB points, one obtains for $f_M = 1 \text{ GHz}$, resp. $2 \text{ GHz}$, a bandwidth of $1.15 \text{ GHz}$, resp. $2.3 \text{ GHz}$.

Figure 12.34 shows scattering results for a solid sphere with permittivity $\varepsilon_r = 3$ and a radius of $r = 50 \text{ mm}$ as a function of the permittivity of the surrounding soil. Here, soil parameters are assumed as real-valued. Two-way travel time increases from top to bottom. The first signal relates to scattering in air. The different responses are caused by the specular reflection, followed by creeping waves that travel around the circumference of the sphere.

As a simulation model for the scattering responses illustrated in Figure 12.35, a spherical shell, buried in soils of different moisture contents, was chosen. The sphere consists of an inner core of explosives, surrounded by a concentric air layer. Calculations were carried out with increasing centre frequency of the signal pulse, defined in (12.2). Signals were calculated as a function of airgap thickness, $1 \text{ mm}$ and $10 \text{ mm}$ (Figure 12.35$a,b$). The motivation for the airgap is the assumption that air-filled pockets inside mines significantly contribute to characteristic reverberations, observed for several types of buried landmines. For display reasons all sub-plots shown are scaled independently to their maximum signal amplitude. Several conclusions can be drawn from the simulation results in Figure 12.35.

For the case of $3\%$ soil moisture and an airgap of $1 \text{ mm}$ (top plot in Figure 12.35$a$) the polarity of the specular reflection is reversed in polarity, compared to the scattering response for $12\%$ moisture. The reason is a reversal in permittivity contrast between the surrounding soil and the explosive inner core ($\varepsilon_r, \text{Expl.} \approx 3.1$). Owing to low soil attenuation, no loss in signal amplitude can be observed.

For $12\%$ moisture and high frequencies the airgap acts as a differentiation filter, due to the interference of the specular reflection from the outer and inner core, with opposite polarities. Creeping waves, travelling around the inner core, can also be observed.
Attenuation effects are already visible for 12% moisture. Creeping waves have already decayed considerably, compared to the dry soil case. Only in the 2-GHz case can creeping waves be observed separated from specular reflections.

Soils with high moisture content act as a lowpass filter. Signals are strongly attenuated and the influence of the airgap has vanished completely.

In conclusion, these simulations show that for strong soil attenuation scattering signals do not exhibit any dependency of the inner sphere structure, due to the loss of high signal frequencies, but for weak attenuation a significant influence can clearly be observed.

For different spherical shells, all with the same outer diameter, but with different interior structures, a large number of scattering signals were generated, for more than 60 different soil samples. All spheres were assumed buried in a random burial depth between 50 and 200 mm (as the majority of APMs are located in this depth). The techniques for signal feature extraction were then applied to find the salient features to discriminate the sphere objects. With the algorithms detailed below, a correct object

---

**Figure 12.35** Scattering from a buried sphere ($r = 50 \text{ mm}$), consisting of a core made of explosive surrounded by an airgap of different thicknesses, as a function of frequency and soil moisture.

---
classification rate of more than 97% was achieved, for soils with up to 25% moisture content [114].

Characteristic scattering signals thus offer potential for object discrimination. Based on features extracted from time–frequency transforms, this concept will be applied to field data, recorded with real mines (see Sections 12.8.2.6–12.8.2.9).

12.8.2.3 New algorithms for object detection: In several approaches that have been published so far, the detection problem is formulated as a binary hypothesis test for individual A-scans; see, for example, References [117, 118]:

\[ H_0: \text{measured signal consists of soil volume scattering plus noise}; \]
\[ H_1: \text{measured signal consists of object scattering plus noise}. \]

Both authors use some kind of suppression technique to cancel the surface reflection, which generally and unfortunately represents the fraction of the signal with the largest amplitude and which may mask objects buried at shallow depth. Results obtained with alternative but similar techniques are presented in References [119, 120], for example.

A principal disadvantage of these techniques lies in the isolated consideration of single scans. So-called A-scans (in the terminology of Daniels [121]), acquired at adjacent sampling points, are highly correlated, i.e. they cannot be regarded as independent. Given a surface sampling grid of sufficient density, every buried object can be seen from more than one sampling location. Therefore one can conclude that the robustness and the performance of a detection system can be improved when neighbourhood relationships are taken into account. Further, the processing of three-dimensional data sets opens up new possibilities to utilising the potential object’s shape as a discriminating factor.

In the following, a new approach is presented, which makes use of an orthogonal transform to project a 3D data set onto a limited number of horizontal planes. Consequently, these planes are searched for objects of circular shapes.

If data acquisition is performed along parallel profiles, or with an array of several antennas, a 3D data cube is generated. This cube may be visualised as a sequence of horizontal planes, where every plane represents the distribution of scattering amplitudes for a constant time. For interpretation purposes, these horizontal views are more readily accessible to the human eye than vertical GPR cross-sections, with their characteristic signal pattern. Buried objects may then be discriminated due to their shape, where in vertical cross-sections only a fraction of a scattering hyperbola may be visible.

Figure 12.36 shows a sequence of adjacent horizontal planes. The first plane (at 2 ns) is located directly underneath the surface. Assuming a permittivity of $\varepsilon_r = 5$, these planes are separated by a vertical distance of 27 mm. The horizontal dimensions are $1 \times 1.5$ m, with an equidistant sampling interval in the $x$- and $y$-directions of 20 mm. In this example, six mines were buried, five of which had a significant metal content and one plastic mine (burial position in the top left corner). Below 6 ns the images are dominated by soil clutter. The signal amplitudes of consecutive planes are highly correlated, and thus a 3D data cube contains a certain degree of redundant information.
12.8.2.4 A projection algorithm: When viewing a sequence of horizontal planes as a movie, a visual impression is derived which proves to be very helpful for the detection of objects. Whereas those parts of the signal that are caused by soil clutter will fluctuate more or less over time, signal parts that are due to actually present objects will appear at a fixed location. Scattering caused by them will be observable within a certain time window. To model this perception of the human eye, a transform was sought that allows the suppression of redundant information and which achieves a projection of a full data cube onto a limited number of horizontal planes. A well suited candidate is the so-called Karhunen–Loève transform, which is also known as principal component analysis (PCA).

For a data cube with $N_x$, resp. $N_y$, samples in the horizontal directions and $N$ samples in time (vertical direction), the following matrix can be defined:

$$X = X_{t,d} \text{ with } X_{t,d} = x_{m,n}(t), \quad l = m + (n - 1) \, N_x, m \in [1; N_x], \quad n \in [1; N_y]$$

(12.4)

With (12.4) the data cube is rearranged into a two-dimensional matrix, where every row contains all samples of a single horizontal plane. Thus, the number of rows is given by $N$, and the number of columns is determined by $L = N_x \, N_y$. 

Figure 12.36  Horizontal plane views of the underground, obtained as surfaces of constant two-way travel time
The scanned area is $1 \times 1.5 \text{ m}$
The $N$ sampling values per A-scan span an $N$-dimensional space, which now is to be projected onto an $M$-dimensional sub-space in a favourable manner. This is exactly what PCA does: the transform can be viewed as a translation, followed by a rotation. PCA is determined from the first two statistical moments – the expectation value $\mu$ and the covariance $K$ [122]:

$$\mu = E\{X\}$$

$$K = E \left\{ (X - \mu)(X - \mu)^T \right\}$$  \hspace{1cm} (12.5)

The solution of the eigenproblem with the covariance $K$ provides pairs of eigenvalues $\lambda_m$ and eigenvectors $b_m$, sorted in decreasing order. The transform and its inverse are then given by:

$$W = B^T (X - \mu)$$

$$\hat{X} = BW + \mu$$  \hspace{1cm} (12.6)

$B$ is a rectangular matrix of size $N \times M$, containing the eigenvectors as columns, which in this application may also be denoted as eigensignals. $W$ contains the transformed and dimensionally reduced signals as columns. The reconstructed signals $\hat{X}$ are only given for the sake of completeness; they are not required for the subsequent processing. PCA provides a basis in which the transformed signals are decorrelated. Thus every original signal can be represented as a weighted superposition of the eigenvectors.

The subtraction of the expectation value in (12.6) implies the simplest form of a background subtraction. The vertical dimension in matrix $W$ does not relate to time any longer, but corresponds with the sorted eigenvalues. Reversal of the sorting process in (12.4) results in the transformed representation of the data cube, with dimensions reduced from $N$ to $M$. Instead of using the time domain data $X$ one may also apply an FFT before calculating the principal components, which in general will lead to a reduction of the computational effort, as signal spectra can be limited to a certain frequency bandwidth.

Figure 12.37 displays an example of the first 25 horizontal planes. With increasing eigenvalues the frequency content of these eigenspectra is shifted towards higher spatial frequencies. Low eigenvalues give a rather coarse view, more and more fine structure is visible for higher eigenvalues: $\lambda_{23}$ shows the wave patterns emanating from the corners of the image. These patterns are caused by reflections from the experimental set-up.

Objects of circular shape show up quite clearly in the derived projection planes. Thus, shape-based detection algorithms are an obvious choice for object detection, with the major advantage stemming from the fact that single A-scans are not looked at in isolation, but in conjunction with those in a close neighbourhood. The details of the processing sequence are given in Reference [114]; therefore only the major steps are given here. From the transform planes depicted in Figure 12.37 only the first four are used.
A major problem still arises when a strong scatterer, e.g. a metal mine, is located next to a weak scatterer, e.g. a plastic mine. In this case, the weak scatterer may not be visible owing to an insufficient contrast, but with a rather simple technique a workaround can be found. For this purpose, not the projections $W$ but their Hilbert transform $\text{H}(W)$ are used [123]. This leads to four complex-valued images, where the real parts are given by the original projections $W$ and the imaginary parts by a $\pi/2$ phase-shifted version. Figure 12.38 demonstrates the result of the phase-shift operation. The bottom row of sub-images show the imaginary parts. Whereas some objects do not show up in the real part (see encircled object in the third image from the left), it can be observed quite clearly in the imaginary part.

12.8.2.5 Detection of circles: The next major step consists in applying a Hough transform [124] to the eight image planes, obtained for every data set, such as in
Figure 12.38. This type of transform is most commonly used to extract linear features from images, like roads in remote sensing images. This transform can readily be extended to circles, defined by a radius parameter $r$ and a centre position $(x, y)$. Every pixel on the circumference of a circle in the data plane will sum into a single point in the transform space. Consequently circles will appear as bright spots in Hough-space, whereas noncircular shapes will be smeared. The transform is performed for a discretised range of radius values (in pixels), and thus every 2D image pixel is mapped to a 3D Hough-space. The resolution of the third dimension is determined by the sampling of the circle radius, depending on the object size. The application of a threshold will turn the transform planes into binary images, with the position of potential circles indicated in every radius plane.

The processing described so far can be applied in parallel to each of the eight projection planes. What is needed next is a means to combine the information derived from all planes. In theory, only actually present objects will consistently appear in the same location, and therefore an enormous reduction of false alarms can be achieved with a logical combination of these binarised images. A simple realisation was implemented such that at least four pixels are required to be above the threshold.

Detection results obtained with the algorithm described above, when applied to field data, are presented in Sections 12.8.2.10 and 12.8.2.12. Once these circular shaped regions are extracted, they can serve as regions of interest for the classification step, i.e. dedicated signal processing for A-scan feature extraction and classification can be restricted to small sub-sets of data, which means a significant reduction of the computational effort. The approach described here is very robust and requires only a very limited number of parameters to be optimised, such as the number of transform planes and the threshold to binarise the Hough-transformed images.
12.8.2.6 Time-frequency transforms for object classification: At every measurement location a GPR produces signals that contain a certain amount of information about the illuminated sub-soil. For some applications the use of integral signal attributes, such as signal energy, may be enough to answer the question where an object is located. To find an answer to the question what kind of object we are confronted with, we need to consider the signal structure.

For this purpose time–frequency transforms are the logical choice. Short-time Fourier transforms and the Wigner–Ville transform are the best known representatives of linear, respectively quadratic transforms. In recent years wavelet- or wavelet-packet-transforms have also become very popular. Their major advantage is that the wavelet basis functions are localised in both the time and the frequency domains. A rather novel approach is the extension of wavelets to so-called multi-wavelets. The underlying mathematics has been described in great detail elsewhere and goes beyond the scope of this Chapter. The interested reader is therefore referred to References [125, 126] for wavelets in general, to Reference [127] for multi-wavelets and to Reference [128] for wavelet-packets.

12.8.2.7 Statistical pattern recognition techniques: The extraction of meaningful features is of central importance for every statistical pattern recognition system. Common to many classification tasks is that some sensor produces large amounts of data per time unit. This leads to the requirements to separate important from unimportant or redundant information, a strategy which is also called reduction of dimension. The classification procedure, consisting of four major steps, is shown in Figure 12.39.

Formally speaking, the aim of statistical pattern recognition is to provide a mapping from the feature space, where every measured signal is represented by a number of features, to a decision space, i.e. every measurement is associated with one of a certain set of possible classes – in our case mine, nonmine object or soil background. The searched connection between measured data and the classification results is described with examples. Available data are divided into two parts: a learning set, to optimise the mapping and a testing set to check the effect with some statistical measures. The latter serves to simulate the application of the classifier in the 'real world'.

12.8.2.8 Time–frequency transforms: The decomposition of a signal into a number of \( N \) constituents is at the core of the linear methods:

\[
x(t) = \sum_{k=0}^{N-1} a_k \Phi_k(t)
\]  

(12.7)

\[\text{signal representation} \xrightarrow{\text{measured signal}} \text{feature extraction} \xrightarrow{\text{reduction of dimension}} \text{feature classification} \xrightarrow{\text{class decision}} \]

Figure 12.39 Classification model
where $x(t)$ is a measured signal and $\Phi_k(t)$ is a basis function with coefficient $a_k$. Desired properties of the basis functions are orthogonality, good localisation in the time and frequency domains, as well as the possibility for efficient implementation of the algorithm. As wavelet transforms turned out to produce the most favourable results in terms of recognition rate, some more details are given on the relevant processing scheme. For a more complete comparison of several transform techniques and the results obtained therewith, the reader is referred to Reference [114]. The discrete wavelet transform (DWT) can be understood as a form of multi-resolution analysis; the mathematical concept can be described by two-scale difference equations, with filter coefficients $h(k)$ and $g(k)$. The first filter can be understood as a lowpass or scaling filter, whereas the second filter acts as a highpass or wavelet filter. These filter coefficients have to fulfil certain criteria to provide an orthogonal basis system. The overall signature of the signal (i.e. the lowpass signature) will be contained in the outputs of the scaling filter, and the detailed information will be derived from the wavelet filter. Cascaded application of the filters leads to the well known decomposition trees.

The kind of filters that are selected is important, as this has a major impact on the number of coefficients required to represent the signal with a tolerable reconstruction error. Although signal reconstruction is not our primary goal here, one can state that for signal classification the same considerations hold as for signal compression: the fewer coefficients the better, because then a maximum degree of information is represented by a minimum number of coefficients. Ideally the wavelet shape should somehow resemble the investigated signal. For this work a biorthogonal spline wavelet [125] was chosen.

Figure 12.40 gives an example of a wavelet-packet-transformed chirp signal. The original signal is displayed as level 0; every transform step comprises the application of the low- and highpass filters, followed by a sub-sampling with a factor of 2. The result one would obtain with the standard wavelet transform is highlighted in grey.
In contrast to the standard wavelet transform (highlighted in grey) a complete decomposition tree is calculated.

To derive features from the coefficients, two possibilities exist: one can either use the coefficients in selected sub-bands themselves or calculate statistical moments, e.g. mean, standard deviation or measures such as energy or entropy for the coefficients in a single sub-band. However, with this approach one important deficiency of the classical DWT or DWPT has to be taken into account. Due to the sub-sampling, which is performed in every transform step, the resulting coefficients are not invariant under translations of the input signal. What does this mean? If we apply a circular shift to the original signal by one or more samples, different coefficients and thus different features will arise. This is, of course, not acceptable, as then two identical objects buried in different depth would produce different features, i.e. they may not be interpreted as belonging to the same kind of class. In Reference [114] a simple extension to the classical transforms is presented, which will allow us to derive coefficients and thus features that are invariant under translations of the input signal. The extension is equally applicable to wavelet-packet, wavelet- and multi-wavelet transforms (MWT) and increases computational cost by a factor of only 2. MWTs are the latest member in the zoo of wavelet transforms; their mathematical details are given in Reference [127]. The extension ‘multi’ relates to the fact that more than one filter pair is used.

A thorough comparison of the classification results obtained with the above-mentioned time–frequency transforms is given in Reference [114]. In the following sub-Section the transform that produced the best results is stated.

12.8.2.9 Detection and classification results: The data on which this investigation is based were recorded in a multi-sensor trial campaign, with several mines, mine-like objects and various clutter objects buried under different soil conditions and depth. The mine types used were both metallic (Maus-1) and with minimum metal content (VSMK2, AUPS, VAR40), with diameters around 70–90 mm (see Figure 12.41).

Figure 12.41 Anti-personnel mines used in the field trials: (a) Maus/1, (b) AUPS, (c) VAR/40, (d) Valsella-VSMK2
Types (b) to (d) are minimum metal mines
Further to mines, the measured metallic objects were: cartridges, safety pins (from mines), pieces of aluminium and squashed coke cans. As metal-free objects we used stones of different sizes, pieces of wood and holes pressed into the terrain surface. In total, 254 different object measurements were made.

The soil types investigated were the existing terrain on the trial site (the Joint Research Centre of the European Commission in Ispra, Italy), a grass field, dry and sandy ground, an earthy soil covered with a thick layer of leaves and a more agricultural terrain (rough surface, earthy). Burial depth varied between 0 and 150 mm, and the inclination angle of the mines, with respect to the horizontal, varied between 0 and 30°. Variations of object burial conditions are a prerequisite for a statistical recognition approach and thus should comprise as many variations as possible, because objects' scattering properties may exhibit dependencies on their orientation with respect to the incident radiation.

The objects under test did not include anti-tank mines. In general these are larger in size and, although some species with low metal content exist, they are easier to detect. Therefore the procedures detailed above will be equally applicable. The sensor used was the Superscan© system, a pulsed ultra-wideband ground penetrating radar by ERA Technology, with 1 GHz centre frequency. The sensor was attached to a scanning frame, to enable repeatability of the measurements and to minimise position errors. Per measurement, an area of $1 \times 1.5 \text{ m}^2$ was sampled on a $20 \times 20 \text{ mm}$ grid. At every location a signal of 12.8 ns length was recorded, which in dry sandy soil ($\varepsilon_r \approx 4$) relates to a depth range of almost 1 m. For more details concerning the trial campaign or to download the measured data, the reader is referred to Reference [129].

To be able to estimate the influence of the antenna height above ground, measurements were performed at 100-mm, respectively 150-mm, ground distance. Results published in Reference [130] showed that no influence on detection results could be observed, and therefore no distinction between these two cases is made in the following.

12.8.2.10 Detection results: The detection method, detailed in Section 12.8.2.3, was applied to all 42 3D datasets. Using principal component analysis every dataset was reduced to 4 horizontal projections, i.e. after performing the Hilbert transform the procedure for circle detection had to be applied to 8 planes, as described in Section 12.8.2.5. An object is counted as correctly detected when the centre of a hypothetical object lies within a circular halo with radius $r_H$ around the actual position. The value for $r_H$ was taken as 4 sampling intervals, relating to 160-mm diameter. This value resulted as the average radius of all detected (potential) objects. The size of this halo is a characteristic of the sensor and relates to the antenna footprint. If there is more than one object in this region they cannot be resolved. As this may have direct consequences on false alarm rates, this effect was taken into consideration when the layout of the experiments was planned.

If we denote $A$ the area of the scanned trial ground and $N_{Obj}$ the number of objects buried in this area, the maximum number of false alarms is given by

$$N_{FA} = \left( A - N_{Obj} \pi r_H^2 \right) / \left( \pi r_H^2 \right)$$  \hspace{1cm} (12.8)
Figure 12.42 Detection probability (PD) as a function of the number of false alarms (FA) per m²
Different symbols denote different object categories

In the following the number of false alarms per area is given instead of false alarm probabilities. In practice, this allows a better comparison of different sensors, due to the independence of this measure from sensor footprints or characteristic object sizes. Figure 12.42 shows object detection probabilities (PD) as a function of false alarms (FA) per square metre. This type of graph is also denoted as a ROC-curve (receiver operating characteristics). The curve was obtained through variation of the binarisation threshold, applied to the Hough-transformed horizontal planes. The results in Figure 12.42 represent overall ROC-curves, without distinction of soil type. Soil specific results are given in Reference [114].

Given one false alarm per m² all metallic mines are detected, which is not too surprising, as these mines cause prominent scattering responses that can be detected based on the signal energy only. Around 71% of minimum metal mines are detected. In contrast to an 87% detection rate of metallic objects (nonmine type), only 59% of nonmetallic natural targets or clutter objects are detected.

12.8.2.11 Combination of object detection and signal classification: The detection step generates only a binary decision: either a hypothetical object is present or not, i.e. no statement can be made regarding the potential danger associated with it. The only possibility to extract further information is to look directly at the radar signals. This is exactly why detection and feature extraction/classification have to be combined. In the methodology presented in this Chapter, the detection step serves as pre-processing for the classification step (see Figure 12.43). Only A-scan signals located within the contour of a potential object are subject to further processing. This enables an enormous reduction in processing power requirements, as only a fraction of the measured signals have to be dealt with.

12.8.2.12 Classification results: To be able to evaluate classification performance independently of detection performance, the entity of all available objects was looked at first. In the second step the classification algorithm was applied only to those alarms
Figure 12.43  The detection step serves as pre-processing to feature extraction and classification
Only A-scans located within the white contour line of a potential object have to be subject to further processing

Table 12.2  Recognition error rates in percent, obtained with shift-invariant multi-wavelet transforms (SIMWT) and FFT transforms

<table>
<thead>
<tr>
<th>Method/soil category</th>
<th>All soils</th>
<th>Field</th>
<th>Sandy soil</th>
<th>Meadow</th>
<th>Field (agricult.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 SIMWT</td>
<td>48.5</td>
<td>34.4</td>
<td>39.2</td>
<td>8.1</td>
<td>37.3</td>
</tr>
<tr>
<td>2 FFT Spectra</td>
<td>53.8</td>
<td>53.3</td>
<td>38.9</td>
<td>42.4</td>
<td>55.0</td>
</tr>
</tbody>
</table>

that were output by the detection method. As classification technique a quadratic polynomial classifier was used. The major advantage of this technique is that its adaptation does not require iterative and thus time-consuming calculations, like the case for neural networks [122], for example. For adaptation and testing all available object data are randomly split into two sets – one used for the learning and the other for the testing phase. The testing data thus serves to investigate the classifier’s generalisation capability. To increase robustness, false alarms, i.e. A-scans that were not associated with an actually existing object, are added to both datasets. Every A-scan is represented by a feature vector with 14 elements, generated from the coefficients of one of the various transforms. The classifier then associates every A-scan with one of the three possible classes (mine, nonmine object or background class). The decision on the entity of signals belonging to one object – as represented by the contour line in Figure 12.43 – is then made as a majority vote.

Table 12.2 lists the recognition rate obtained with two different transform techniques for all available objects, i.e. also for those that were not detected by the detection step. Results are given for the entity of all soils and also separated according to soil type. Row 1 represents the classification errors obtained for shift-invariant
Table 12.3 Confusion matrix obtained with the classification of detected objects only

<table>
<thead>
<tr>
<th>Truth\actual</th>
<th>Mines</th>
<th>Objects</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mines (metal and plastic)</td>
<td>88 (84%)</td>
<td>7 (7%)</td>
<td>10 (9%)</td>
</tr>
<tr>
<td>Other objects</td>
<td>15 (21%)</td>
<td>44 (60%)</td>
<td>14 (19%)</td>
</tr>
<tr>
<td>Background</td>
<td>9 (20%)</td>
<td>13 (30%)</td>
<td>22 (50%)</td>
</tr>
</tbody>
</table>

Vertical position indicates the true object category, whereas the horizontal direction denotes classifier decision. False negatives are highlighted in dark grey, false positives in light grey. Numbers in brackets indicate relative fractions.

multi-wavelet transforms, which was shown to be the best-suited transform technique. For comparison, the recognition error rate obtained with features generated from Fourier spectra (reduced in dimension with PCA) are given in row 2. The wavelet technique clearly outperforms standard Fourier spectral techniques. The results also show a strong dependency of classification error on soil type. This is caused by a substantial variation of clutter background, due to different soil and surface characteristics.

To combine the classification with the detection processing the SIMWT method is selected. Related results are listed in Table 12.3, in the form of a confusion matrix. The column direction indicates true object class, and the horizontal axis denotes the decision output by the classifier. Ideally the matrix should have a diagonal form; off-diagonal elements are false decisions. To come to a risk assessment of a decision, costs would need to be assigned. Correct decisions do not cause any cost. Obviously, the cost associated with false negatives (object present, but not detected) are a lot higher than those of false positives. Whilst the latter only means to prod the ground in vain, which does of course raise the clearance costs, the first may lead to loss of sensor equipment or worse.

Almost 84% of detected mines are classified correctly. If we combine the results from the detection and classification steps of the 71% detected plastic mines, 59% are associated correctly.

12.8.2.13 Summary and conclusions: Currently employed techniques for mine clearance almost exclusively rely on mechanical prodding, mine dogs and metal detectors. For the detection of minimum metal mines the latter are of only limited use. Consequently, sensors such as ground penetrating radars, with their ability to detect dielectric discontinuities in the ground, seem to be an appropriate choice. In this context, the development of new sensors and algorithms, which allow a significant increase in detection probabilities and at the same time a considerable decrease of false alarms, are of high priority.

In this Section a new approach has been described, which for the first time shows how the detection of potentially hazardous buried objects can be combined with an interpretation of individual signal characteristics. The assumption that objects of different categories can be separated due to object specific signatures was proven...
on the basis of simulated data and consequently applied to field data. The presented
detection method shows how data that were recorded along parallel profiles or with an
antenna array and thus forming a 3D-data cube can be projected onto a small number
of horizontal cross-sections. In this way redundant information can be reduced and
detection probabilities increased.

Central to the new approach is the use of the time–frequency transform to derive
salient features for every radar signal. These features form a so-called feature vector,
representing the input of a statistical classifier. This classifier maps the feature into a
decision space, i.e. every signal is categorised as mine, as nonmine (nonhazardous)
object or simply as soil background or clutter.

For this application shift-invariant multi-wavelets were proven to produce the best
results. When combining the results of the detection and classification step, 59.5%
of the mines are attributed to the correct object category. Related to the entity of
detected mines, 84% are classified correctly. It needs to be emphasised that these
results were not obtained on the basis of a couple of sandbox measurements, with
drastically simplified soil conditions, but with field data, recorded for various soils,
with variations in soil and surface properties. The soil clutter and the influence of the
reflection at the air/soil interface were shown to be the most important factors that
limit GPR system performance.

Even though a reliable use of GPR sensors for mine detection, to achieve the
99.6% detection rate, as specified by the UN, is not feasible yet, this contribution
does open up new possibilities for substantial improvements in the work towards
this goal.

12.8.3 MINETECT
David J. Daniels

12.8.3.1 Introduction: A prototype detector (MINETECT) has been developed by
ERA Technology for the UK Department for International Development (DFID);
see Figure 12.44. The detector has been designed specifically for humanitarian de-
mining and uses affordable metal detection and ground-probing radar technologies.
The detectors are man-portable and similar in form, fit and function to a standard
metal detector, and use a backpack to house the electronics.

The prototypes have been developed to reduce the false alarm rate normally
experienced when searching, with a metal detector only, for minimum metal anti-
personnel mines. The improvement in performance is achieved by using the GPR as
a complementary sensor, as it will only respond to targets with an appreciable radar
cross-section.

The MINETECT system comprises a metal detector and a ground penetrating
radar. The original metal detector was a Guartel MD8, but was changed to a Vallon
VHMD 2.1 to cope with conductive soils. The ground penetrating radar is a pulsed
ultra-wideband system with a pulse repetition of 1 MHz and pulse duration of 1 ns.
The audio output from the radar system has two degrees of freedom: frequency and
volume. The depth of the buried object varies the frequency of the audio output, whilst the size of the object varies the volume of the audio output. The ground penetrating radar employs novel operator audio interface techniques embodied in European patent number 99306164.7. Shallow targets sound high in frequency, whilst deep targets sound low in frequency. The relationship between target depth and MMI output frequency is illustrated in Figure 12.45. It can be seen that the typical hyperbolic target response in a B-scan is heard as a variation in the audio frequency output. If the ground surface reflection could be heard, it would be audible as a continuous tone. This ground surface reflection is removed through the algorithms applied to the radar data.
The specific aim of the program of trials carried out during the MINETECT programme was to determine the probability of detection (PD) and the false alarm rate per metre squared (FAR per m\(^2\)) of the prototype detectors. The project was aimed at reducing the incidence of false alarms compared with the false alarm rate of a standard metal detector alone. This reduction in false alarm rate reduces the number of excavations that would have to take place as part of a demining operation and hence improves the productivity of a demining team. This will increase the amount of land that can be cleared in a given time, with a given number of demining operatives.

The block diagram of the system is shown in Figure 12.46.
The software that implements the MINETECT system runs on the single board computer. The software is written in C++ and utilises proprietary algorithms owned by ERA Technology Ltd. The program is responsible for processing the radar data. It relies upon a set of known signal processing algorithms and a novel MMI (man–machine interface), which converts radar signals into sound signals. The software currently runs on a popular Windows based operating system, and remote administration is achieved using the LAN (local area network) connection supported by this operating system.

MINETECT can be used as a combined detector in one of two ways. The user can operate the detector in either sequential mode or combined mode. Sequential mode has been used throughout the testing phase as it allows analysis of PD and FAR for the MD and GPR as separate sensors if required.

The MINETECT system was trialled in different ways. Each of the trials had different objectives, as described below.

12.8.3.2 Initial tests at ERA: The initial tests at ERA were aimed at determining initial values for PD and FAR for the combined detector. The trial was also aimed at assessing the performance that an inexperienced user could achieve in a first trial. A number of operators with different skills were assessed on a number of different types of soil, and an example of the variance between operators is given in Table 12.4 for one soil type only. The range of performances can be seen from this trial.

The GPR antenna of the MINETECT system is shown in Figure 12.47 and an AV clip of the system in action is provided on the CD.

12.8.3.3 Quantified trials: The quantified trials were conducted at a US Army test facility. The trial was aimed at evaluating the incidence of false alarms when compared with the false alarm rate of a metal detector alone. The trial site is a performance benchmarking facility, which allows comparison with the detection characteristics of other demining tools. The trial facility is comprised of 223 calibration test cells.

Table 12.4  Operator performance matrix

<table>
<thead>
<tr>
<th>Operator ID</th>
<th>Surface</th>
<th>Mine</th>
<th>Found</th>
<th>Missed</th>
<th>FAR, m²</th>
<th>PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sand</td>
<td>12</td>
<td>10</td>
<td>2</td>
<td>0.2</td>
<td>0.833</td>
</tr>
<tr>
<td>2</td>
<td>Sand</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Sand</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Sand</td>
<td>12</td>
<td>11</td>
<td>1</td>
<td>0.04</td>
<td>0.917</td>
</tr>
<tr>
<td>5</td>
<td>Sand</td>
<td>12</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td>0.917</td>
</tr>
<tr>
<td>6</td>
<td>Sand</td>
<td>12</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>0.833</td>
</tr>
<tr>
<td>7</td>
<td>Sand</td>
<td>12</td>
<td>11</td>
<td>1</td>
<td>0.08</td>
<td>0.917</td>
</tr>
<tr>
<td>8</td>
<td>Sand</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>0.04</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Sand</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>0.12</td>
<td>1</td>
</tr>
</tbody>
</table>
each 1m in area and 1008 calibration test cells each 1 m in area. Only the contents of
the calibration test area were released to the trials team after they had been surveyed.
The blind grid results are assessed by the host organisation. ROCs (receiver operating
curves) were produced for both the calibration and blind sites. The calibration site
consisted of lanes A–L with a total number of 223 test cells; there were 44 mines
within these squares with a depth of cover up to 10 cm. The blind site comprised
lanes A–L with a total number of 1008 test cells. The calibration site contained the
following: 32 blank cells, 35 nonmetallic clutter cells, 112 metallic clutter cells, 3 AT
metal mines, 10 AT minimum metal mines, 3 AP metal mines and 28 AP minimum
metal mines. Some of the metallic clutter cells were of such a size that the GPR would
have classified them as valid targets, so only small metallic clutter was included in
the derivation of the ROC curve, shown in Figure 12.48.

Further details of the trial results can be found in papers by Daniels and
Curtis [131]. The initial results from the detailed analysis of the calibration are:

• 100% of all the mines were detected
• 65% of all test cells were correctly classified
• 77% of all possible clutter was correctly classified
• a 2:1 reduction in clutter was achieved.

When considering mines, blanks and level one metallic clutter, as plotted in the ROC
curve in Figure 12.48, it was shown that 100% of mines were found. This level of
performance was achieved with a FAR of only 0.07 per m², assuming a cell area of 1 m². When assessing the detection performance against all clutter, the system achieved 100% detection, with a FAR of 0.125 per m², assuming a cell area of 1 m².

The combined blind lane ROC curve for units 1 and 2, including blanks and clutter, showed a breakpoint of 92% detection with a FAR of 0.41. This compares with the ROC curve for unit 2 for the calibration lane, which showed a breakpoint of 100% detection with a FAR of 0.3. It became evident that the metal detector function was missing some minimum metal mines because of the conducting soils at the site. This was noted as an aspect needing change for future stages of the programme.

12.8.3.4 Trials in Bosnia: The in-country trials were conducted at Norwegian Peoples Aid’s (NPA) facility in Sarajevo, Bosnia and Herzegovina. The trial was aimed at determining an accurate figure for the probability of detection in evaluation sites close to minefields. The trial also introduced the concept of a live audio GPR system to the demining end-user. Three test sites were used. The first test site consisted of a gravel layer approximately 150 mm thick with a layer of clay type soil underneath the gravel. The test site was divided into 200 cells of size 1 m by 0.5 m. The second test site was formed of minimal grass vegetation on native Balkan topsoil. The test site consisted of some 200 cells of size 1 m by 0.5 m. The third site was constructed on native grass and topsoil in an area with many naturally occurring false alarms. The site consisted of a 3 m by 1 m lane with tapes marking the boundaries. Three mines were buried in the test lane with a number of naturally occurring false alarms. NATO SFOR (stabilisation force in Bosnia and Herzegovina) representatives from the British Army, the French Army and Australian Army were present (Figure 12.49).

On the gravel site, the MINETECT operator detected 100% of the 33 mines, which were predominantly PMA2 and PMA3 AP mines. On the soil sites the GPR achieved a 94% detection rate and the MD a 91% detection rate. The GPR operator missed two mines in the soil test facility; the first target missed was a PMA3 at a
depth of 100 mm, while the second target was a PMA2 at a depth of 100 mm. The MD operator missed both these targets, plus a PMA2 at a depth of 50 mm with a 15° angle. On the third test site with many metallic false alarms, the MD detected 14 targets, 12 of which were false alarms. The MD missed the PMA2 without a fuse. The GPR detected four targets, one of which was a false alarm, the other three being mines. This demonstration showed that with the GPR there were 10 fewer false alarms, and proved that the GPR was capable of detecting completely nonmetallic mines.

12.8.3.5 Trials in Lebanon: Trials of MINETECT were carried out over the period November/December 2002 in southern Lebanon. The main base for the trials was Tyre, and tests were carried out in Tyre as well as at Baraachit, Tibnine and Naquora. Site visits were also made to Al Tira, Bayt Lief and Shamaa. Figure 12.50 shows a typical mine training area, and the large stones and variable ground topography are typical of the area (see Figure 12.51).

A series of trials were carried out on mines to determine the performance of the GPR in the highly conducting Lebanese soils at several sites. Two sets of information were gathered on detection range performance (Table 12.5) and FAR (Table 12.6).

12.8.3.6 Target classification: Following the trials in the Lebanon it became evident that further reduction in FAR could be achieved by classification of the A-scan data. The next logical step for the development is to build in a signature library for known mine types, whereby the signature of mines and stones can be separated. The operating
Figure 12.50  Cleared mine lane in southern Lebanon

Figure 12.51  Example of terrain and rocks in cleared mine lanes
### Table 12.5 Detection range performance against specific mines for the GPR only

<table>
<thead>
<tr>
<th>Mine type</th>
<th>Training site</th>
<th>Baraachit</th>
<th>Naquora</th>
</tr>
</thead>
<tbody>
<tr>
<td>Israeli AP No. 4 (fuse)</td>
<td>200 mm</td>
<td>Not available</td>
<td>150 mm</td>
</tr>
<tr>
<td>Israeli AP No. 4 (no fuse)</td>
<td>100 mm</td>
<td>Not available</td>
<td>50 mm (not tested deeper because of ground conditions)</td>
</tr>
<tr>
<td>French AP Model 1951</td>
<td>130 mm</td>
<td>50 mm</td>
<td>100 mm</td>
</tr>
<tr>
<td>French AT Model 1947</td>
<td>200 mm</td>
<td>Not available</td>
<td>Not available</td>
</tr>
<tr>
<td>PMA-3</td>
<td>Not available</td>
<td>Not available</td>
<td>100 mm</td>
</tr>
<tr>
<td>BLU</td>
<td>150 mm</td>
<td>Not available</td>
<td>100 mm</td>
</tr>
<tr>
<td>VS50</td>
<td>150 mm</td>
<td>50 mm</td>
<td>Not available</td>
</tr>
<tr>
<td>T46</td>
<td>300 mm</td>
<td>Not available</td>
<td>Not available</td>
</tr>
</tbody>
</table>

### Table 12.6 FAR against specific sites for the MD and GPR

<table>
<thead>
<tr>
<th>Site location</th>
<th>MD FAR</th>
<th>GPR FAR</th>
<th>Reduction in FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baraachit 1</td>
<td>2 m(^{-2})</td>
<td>0.375 m(^{-2})</td>
<td>5.3 : 1</td>
</tr>
<tr>
<td>Baraachit 2</td>
<td>1.75 m(^{-2})</td>
<td>0.5 m(^{-2})</td>
<td>3.5 : 1</td>
</tr>
<tr>
<td>Training 1 (BLU)</td>
<td>0.875 m(^{-2})</td>
<td>0.125 m(^{-2})</td>
<td>7 : 1</td>
</tr>
<tr>
<td>Training 1 (BLU)</td>
<td>0.94 m(^{-2})</td>
<td>0.125 m(^{-2})</td>
<td>7 : 1</td>
</tr>
<tr>
<td>Training 2</td>
<td>1.15 m(^{-2})</td>
<td>0.7 m(^{-2})</td>
<td>1.6 : 1</td>
</tr>
</tbody>
</table>

procedure would be to record the signature of known mines and then compare this with each new detection. This would be done by holding the GPR head directly over the peak position of the new detection for one or two seconds and the GPR electronics would search the library for the best match. An audio announcement would provide the operator with the results.

To assess the potential of improved target recognition, an initial experiment was carried out at ERA Technology using a PMA-3 and VS50 mine. These were buried in one of the test zones at ERA Technology and their signatures were recorded. These signatures were then compared with a large stone (>100 mm diameter) and a simulated animal tunnel (thin wall buried pipe of 40 mm diameter). All the targets were buried at 75 mm in ballast soil.

**Results:** Photographs and GPR data from each of the targets are shown in Figures 12.52–12.54.
Figure 12.54  Time domain radar data from the VS50, PMA3, burrow and stone
One approach to classifying targets is to consider their correlation function. This technique compares the time domain signal to a time-reversed version of the matching signal. In the case of comparing the PMA-3 to itself the graph in Figure 12.55 shows the result which is actually the auto-correlation of the PMA-3 radar time domain signatures. In contrast the crosscorrelation of the PMA-3 with the stone is shown in Figure 12.56. It can immediately be seen that the shapes of the correlation functions...
are different, their amplitudes are different, and hence correlation can be used as a means of discriminating between types of target.

The following Section assesses some parameters of the time domain functions and their correlation functions. The Corr function is the Pearson $r$ correlation coefficient of the elements in $A$ and $B$.

The Kurt is the kurtosis of a set of values and indicates how flat or peaked the distribution is when compared to the normal distribution. $Kurt(M) > 0$ indicates a relatively peaked distribution. $Kurt(M) < 0$ indicates a relatively flat distribution.

The Cvar function is the covariance of $A$ and $B$, and the skewness of a set of values measures the asymmetry about the mean. $Skew(M) = 0$ indicates that a distribution is symmetric about its mean. $Skew(M) > 0$ indicates that most of the distribution is located near the origin and the 'tail' extends towards positive values. $Skew(M) < 0$ indicates that the tail extends towards more negative values.

Using the parameters of the auto- and crosscorrelation functions and the modulus of the latter, a set of parameters can be compiled that classify the mine targets, the stone and the burrow.

Table 12.7 records the parameters of the correlation functions of the mines, stone and burrow data.

If all the parameters are normalised to the highest value and summed to provide a maximum value of 10, the following rank order is obtained (no weighting has been applied to any parameter):

PMA-PMA 10, VS50-VS50 9
PMA-VS50 6, PMA-VS50 6
PMA-burrow 3, VS50-burrow 5
PMA-stone 2, VS50-stone 3

The normalised (to the highest ranking value) parameters of the modulus of the CCFs are given in Table 12.8. Note that the modulus provides a wider separation of target and clutter classes.

Table 12.7 Crosscorrelation parameters of the four targets

<table>
<thead>
<tr>
<th>Data</th>
<th>Correlation</th>
<th>Kurtosis</th>
<th>Variance ($\times 10^{15}$)</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMA3-PMA3</td>
<td>1</td>
<td>5.742</td>
<td>9.21</td>
<td>0.837</td>
</tr>
<tr>
<td>PMA3-VS50</td>
<td>0.674</td>
<td>4.696</td>
<td>4.52</td>
<td>0.284</td>
</tr>
<tr>
<td>PMA3-burrow</td>
<td>0.141</td>
<td>1.367</td>
<td>3.07</td>
<td>0.578</td>
</tr>
<tr>
<td>PMA3-stone</td>
<td>0.518</td>
<td>0.436</td>
<td>1.8</td>
<td>0.074</td>
</tr>
<tr>
<td>VS50-VS50</td>
<td>1</td>
<td>7.763</td>
<td>2.6</td>
<td>0.969</td>
</tr>
<tr>
<td>PMA3-VS50</td>
<td>0.674</td>
<td>4.696</td>
<td>4.52</td>
<td>0.284</td>
</tr>
<tr>
<td>VS50-burrow</td>
<td>0.432</td>
<td>2.159</td>
<td>1.6</td>
<td>0.757</td>
</tr>
<tr>
<td>VS50-stone</td>
<td>0.396</td>
<td>1.411</td>
<td>0.95</td>
<td>0.344</td>
</tr>
</tbody>
</table>
Table 12.8 Modulus of crosscorrelation parameters of the four targets

<table>
<thead>
<tr>
<th>Data</th>
<th>Correlation</th>
<th>Kurtosis</th>
<th>Ratio</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMA3-PMA3</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>PMA3-VS50</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>PMA3-burrow</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>PMA3-stone</td>
<td>5</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>VS50-VS50</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>PMA3-VS50</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>VS50-burrow</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>VS50-stone</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

If all the parameters are normalised to 10 the following rank order is obtained (no weighting has been applied to any parameter):

PMA-PMA 9, VS50-VS50 10
PMA-VS50 8, PMA-VS50 8
PMA-burrow 5, VS50-burrow 5
PMA-stone 3, VS50-stone 4

Correlation methods appear to be a promising means of target classification using the MINETECT GPR data. However, the small data set of four targets is inadequate, so a larger data set must be gathered to assess the robustness of the technique. Trials were planned for September 2003 under the auspices of ITEP to gather a much larger data set of over 1000 samples.

12.8.4 TU Delft research activities in the area of advanced GPR technology
Prof. Alex Yarovoy, Prof. Piet van Genderen, Prof. Peter van den Berg and Prof. Leo Ligthart

12.8.4.1 Introduction: Ground penetrating radar (GPR) is a widely used tool for sub-surface utilities surveys, road and runway checks, avalanche victim search, landmine detection, etc. The first GPR systems were designed just to penetrate through the air–ground interface and detect the level of ground water or depth of ice, whereas current generation GPR systems are designed to both detect and identify small centimetre scale targets.

These are the main design differences between previous generation GPR systems and systems currently under development. The early systems detected the field scattered from a buried target (i.e. distinguish this field from all other electromagnetic fields), whereas the latter measure the scattered field accurately (i.e. determine the magnitude of the field as a function of time).
Table 12.8 Modulus of crosscorrelation parameters of the four targets

<table>
<thead>
<tr>
<th>Data</th>
<th>Correlation</th>
<th>Kurtosis</th>
<th>Ratio</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMA3-PMA3</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>PMA3-VS50</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>PMA3-burrow</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>PMA3-stone</td>
<td>5</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>VS50-VS50</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>PMA3-VS50</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>VS50-burrow</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>VS50-stone</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

If all the parameters are normalised to 10 the following rank order is obtained (no weighting has been applied to any parameter):

PMA-PMA 9, VS50-VS50 10
PMA-VS50 8, PMA-VS50 8
PMA-burrow 5, VS50-burrow 5
PMA-stone 3, VS50-stone 4

Correlation methods appear to be a promising means of target classification using the MINETECT GPR data. However, the small data set of four targets is inadequate, so a larger data set must be gathered to assess the robustness of the technique. Trials were planned for September 2003 under the auspices of ITEP to gather a much larger data set of over 1000 samples.

12.8.4 TU Delft research activities in the area of advanced GPR technology
Prof. Alex Yarovoy, Prof. Piet van Genderen, Prof. Peter van den Berg and Prof. Leo Ligthart

12.8.4.1 Introduction: Ground penetrating radar (GPR) is a widely used tool for sub-surface utilities surveys, road and runway checks, avalanche victim search, landmine detection, etc. The first GPR systems were designed just to penetrate through the air–ground interface and detect the level of ground water or depth of ice, whereas current generation GPR systems are designed to both detect and identify small centimetre scale targets.

These are the main design differences between previous generation GPR systems and systems currently under development. The early systems detected the field scattered from a buried target (i.e. distinguish this field from all other electromagnetic fields), whereas the latter measure the scattered field accurately (i.e. determine the magnitude of the field as a function of time).
The demand for accurate measurement of the electromagnetic field scattered from the sub-surface requires a new approach to GPR development. GPR hardware should be designed and developed according to increased system stability, measurement accuracy and data processing. Different inverse scattering methods will be applied in GPR software to determine localisation, size, shape and even spatial distribution of dielectric permittivity within the buried target from the measured values of the scattered field.

Using its long experience of near-field antenna measurements and its expertise in time domain measurements, the International Research Centre for Telecommunications-transmission and Radar (IRCTR), together with the Laboratory for Electromagnetic Research (both Faculty Information Technology and Systems) and the Centre for Applied Geophysics (Faculty (ES)), all of Delft University of Technology, are carrying out a full scale research programme on the development of a new generation of GPR systems. This programme includes the development of concepts for video impulse GPR and a stepped frequency continuous wave radar (SFCW radar), the development of improved GPR-antennas (including adaptive antennas), the development of a multi-sensor platform for precision high resolution sub-surface imaging, and the development of new methods of sub-surface imaging based on interferometry and polarimetry. The overall aim of the research programme is to investigate new improved GPR technology, which will allow the creation of new GPR systems with challenging specifications.

Since 1996 a number of research and development programmes in the area of GPR have been carried out at the Delft University of Technology, the Netherlands. The major part of these programmes (such as ‘Advanced relocatable multi-sensor system for buried landmine detection’, ‘Improved GPR technology’, VIRLAD) are national programmes sponsored by Dutch National Technology Foundation (STW) and the Netherlands Ministry of Defence. Up to now, the main goal of the programmes carried out is the development of advanced technology for GPR.

12.8.4.2 Radar design: In the framework of the project two radars have been developed – a stepped-frequency continuous wave (SFCW) radar system [132] and a multi-waveform full-polarimetric video impulse radar system (VIR) [133].

12.8.4.3 Stepped frequency continuous wave radar (SFCW): The IRCTR improved SFCW radar has been designed to cover an extreme ultra-wide frequency band from 400 to 4835 MHz. To decrease data acquisition time a new solution has been implemented: the radar will radiate and receive eight frequencies simultaneously. This is achieved by developing an 8-channel transmitter and receiver system. Owing to this solution an excellent data acquisition time is achieved.

The main specifications of the SFCW radar are as follows:

- synthesised bandwidth: 4445 MHz (400–4845 MHz)
- power at transmit antenna terminals for each frequency: 10 dB m
- spiral antennas in bistatic configuration
- noise figure: 4.2 dB
dynamic range: up to 82 dB
- data acquisition time for one set of 128 frequencies: 1.7 ms.

The SFCW source is based on a direct digital synthesiser (DDS). The output from the DDS is split 8 ways and up-mixed to impart bandspread. The final bandwidth extends from 400 to 4845 MHz across 8 channels. These outputs are then combined in a Wilkinson combiner after amplification. This output is then passed to the antenna. On reception, the signals are split into the constituent channels based on bandpass filtering. They are down-mixed to a suitable intermediate frequency. These IF signals are given to quadrature detectors. The final I and Q outputs from the detectors are then fed to the ADC, housed on a data acquisition board hosted in a PC. Since these signals are slowly varying DC (depending upon the velocity of the antennas on the scanner system), a low speed ADC will suffice. The signals are sampled to provide one I and Q value per channel for all the 8 channels.

The radar operates on two antennas (Figure 12.57), one for transmission and one for reception. This will have no impact on the performance of the combiner/resolver as these are buffered by amplifiers, the former by the RF amplifier and the latter by a wideband LNA. This ensures 60 dB of isolation between the antennas from the point of view of reduction of AM noise.

Measurements were made with several metallic as well as nonmetallic objects having different shapes and dimensions as well as different separations, and SAR processing was applied (Figure 12.58). The objects are numbered as follows: 1, 20-cm metallic disc; 2, 3×3-cm metallic object; 3, 5-cm-diameter plastic mine; 4, tinfoil covered tennis ball; 5, 12×13 metallic span; 6, 23×4.5-cm metallic strip; 7, 3×3-cm metallic object; and 8, 13-cm-diameter plastic mine. The distance between the objects numbered 1 and 2 is 6 cm while the distance between 6 and 7 is 4 cm. It can be seen that objects 1 and 2 are clearly resolved, which means that the cross-range resolution...
is better than 6 cm. In fact, even objects 6 and 7 located at 4 cm apart are visible, but as they are conjoined so we can estimate that the cross-range resolution is somewhere between 4 and 5 cm.

12.8.4.4 Video impulse radar (VIR): A new antenna system design (which was first tested at the predecessor of the current system, a so-called VIRLAD system [134]), an internal calibration channel and the ability to perform quasi-simultaneous measurements with two transmit polarisations and in two different frequency bands are main novel aspects of the radar. In comparison with commercially available video impulse GPR systems the front-end has considerably larger bandwidth, the ability to measure the polarimetric structure of the scattered field and a very high precision of scattered field measurements.

The main specifications of the video impulse radar (Figure 12.59) are as follows:

- multi-waveform operation
- instantaneous bandwidth at 10 dB level: 1550 MHz (from 420 to 1970 MHz) and 2170 MHz (from 780 to 2950 MHz)
- full polarimetric antenna array in bistatic configuration
- dynamic range: 66 dB without averaging and 79 dB with averaging
- jitter: less than 0.3 ps RMS
- time drift: less than 1.5 ps/h.

The radar enables high-resolution images (Figure 12.60) of sub-surface (up to 16 different images, which correspond to two different bandwidths, two orthogonal
transmit polarisations and four receive antennas with different orientation and configurations) to be obtained.

The overall performance of the radar including advanced processing methods is characterised by the ROC curve shown in Figure 12.61.
12.8.4.5 Antenna design: The performance of any GPR system heavily depends on its antennas. To improve performance of the radars a number of new antennas have been specially designed: the dielectric embedded dipole antenna [135], the dielectric wedge antenna [136], the capacitively loaded antenna [137], the shielded spiral antenna [138] and the adaptive p-i-n diode antenna [139] (Figure 12.62). The dielectric wedge antenna is an impulse-radiating antenna, which means that in the whole frequency range it has linear phase characteristic, very low dispersion and linear polarisation. The antenna is designed to radiate short pulses with monocycle waveform and operates in the frequency band from 0.5 to 4.2 GHz. Artificial dielectrics are widely used in this antenna in order to decrease antenna ringing and decrease antenna sensitivity to external interference.

Whilst for conventional antennas their characterisation in free space is sufficient, for GPR antennas it is not the case. The ground situated in the near field of these antennas influences their performance. Thus facilities, which allow measurements of the near field of these antennas directly in the ground, are necessary for comprehensive characterisation of GPR antennas. Such facilities have been created in IRCTR [140]. It was decided to use dry sand as a ‘standard ground’. A wooden box with dimension $2.5 \times 2.5 \times 1.5$ m is filled with ‘homogeneous’ sand. The dielectric permittivity of the sand is assumed to be equal to 2.7. The test-range is separated from the surroundings by wooden walls, covered with a waterproof plastic coating. A home-made sensor is used in order to measure the electromagnetic field just below the air–ground interface in the centre of the box. To position an antenna under test in a proper place a 3D scanner has been mounted above the test range.

The test site is used for waveform measurements of the field radiated into the ground, the dependence of this radiated field on the antenna under test (AUT) elevation (so-called elevation profile) and the antenna radiation footprint in the

**Figure 12.61  ROC curve for small low (or none) metal content antipersonnel mines with the radar**

The results are based on a single sub-surface image (no image fusion has been applied)
ground. The elevation profile is obtained by the measurement of the radiated field in the ground for different elevations of the antenna and provides important information about the antenna-to-ground coupling and the influence of the ground on the antenna performance. The antenna coupling in the presence of the ground is also measured in the GPR test range. The time domain reflectometry of GPR antennas is done also in this test site.

12.8.4.6 Signal processing, imaging and inversion: Our approach to optimise GPR for the problem of landmine detection is somewhat different from that followed in most other research groups around the world and stems from our unique experience in inverse scattering methods gained in the past decade. Instead of blindly applying classification methods to the electromagnetic field measured by GPR, creating and storing databases of ‘target signatures’, ‘training’ the system on sample targets, etc. we resort to the very physical and mathematical basis of the landmine detection problem.

Indeed, irrespective of the type of detection algorithm applied, the characteristic quantity is the electromagnetic field governed by the system of Maxwell’s equations. This system of equations provides the most precise known description of the relation
between the material (constitutive) parameters of the target and the measured electromagnetic field. Within this theoretical mainframe every natural or man-made object is adequately described by a function of its electromagnetic parameters, defined over an area of space and an interval of time. Reconstruction of the unknown constitutive parameters from the known field is called inversion, and is at the heart of our detection strategy.

(1) Signal processing: The main aspect in our research on signal processing was to enhance the quality of the measured data. The first step in this direction is compensation of all time drifts in the hardware. The second step is synthesis of maximally short pulses from the raw data. Such synthesis is based on our exact knowledge of hardware properties like the system bandwidth, the transfer function, the antenna footprint, etc. The third step is suppression of the ground clutter by using data from mono-static and bi-static channels and using the vectorial nature of the electromagnetic field. Typically, GPR systems measure only one component of the scattered electromagnetic field. Simultaneous measurement of the $2 \times 2$ polarisation matrix and use of polarisation-sensitive processing is a logical development in considering the full vector nature of the scattered electromagnetic waves. This provides a possibility to enhance certain types of objects immersed in a set of distributed objects of different types (important for enhancement of landmines buried in soil).

(2) Forward modelling: An accurate and efficient forward modelling method was developed and extensively used to get a thorough understanding of GPR. We have applied the recently developed reduced-order modelling technique [141] to model a realistic three-dimensional configuration: a plastic landmine buried 0.25 m below the air–soil interface. We have generated synthetic data for a bi-static source–receiver set-up with several central frequencies of the wavelet. The data obtained in this way served as input for the imaging and effective inversion algorithms.

(3) Imaging: Existing imaging algorithms have been implemented and tested both with synthetic and experimental data [142]. At the moment we are concentrating on improving the quality of obtained images taking into account the vectorial nature of the electromagnetic field and antenna footprints. It is well known that the elementary imaging techniques (such as time-domain backpropagation or frequency-domain migration) produce distorted images when applied to the near-field zone of GPR. The pictures are usually blurred and shifted with respect to the true profile of the scatterer. Newly developed imaging methods perform much better than conventional algorithms, resulting in a considerably lower level of the sidelobes in the image.

The most important aspect of synthetic aperture radar is that it is a coherent imaging system, retaining both amplitude and phase information in the radar echoes during data acquisition and subsequent processing. The interferometry can exploit this coherence to obtain differential range and range change of SAR images. In this manner very high resolution topographic maps of the surface and 3D images of the sub-surface can be produced. However, the known interferometric algorithms have been developed for far-field measurements and they are not directly applicable for GPR systems, which are typical near-field systems. That is why a principally new approach for near-field UWB interferometry was investigated.
Another innovative idea in the project is to exploit the vector nature of the sounding electromagnetic field in GPR. We have found that it is possible to enhance the images using the polarimetric signatures on a pixel-by-pixel basis. When all polarisation matrix elements have been determined on a pixel-by-pixel basis, the images can be generated of various potentially useful parameters such as the total power $P$, the Stokes parameters $S$, and the characteristic elements of the polarisation sphere, which include null polarisations, the polarisation fork angle, etc.

(4) Effective inversion: The new method of Effective Inversion has been developed within this project [143]. It consists of an effective scattering model and a simple optimisation routine for real-time estimation of the average permittivity of the buried object. Originally, the method used a single circular effective scatterer; however, lately it has been extended onto multiple scatterers and arbitrary boundaries. Both the new conforming version of the method and the previous realisation with a circular model have been tested with synthetic and experimental data. Latest tests have indicated that our method works especially well with plastic and wooden low-contrast landmines.

(5) Full-scale inversion: While the previous stages of our research are virtually complete, this part is just starting. It will include both imaging and effective inversion. As a particular result, obtained within the present project, we can mention the time-domain version of the contrast source inversion (CSI) method. The method attempts to solve the full-scale inverse scattering problem for the GPR configuration with multi-source multi-receiver data acquisition. The method has been tested with synthetic time-domain data in two dimensions and has shown promising results.

(6) Feature extraction and object classification: The main objective of this research is the extraction of target information such as size, shape and material properties from VIR data. The extracted information can be used for target identification, which is crucial for the reduction of the false alarm rate in demining operations. In contrast to imaging and inversion, the processing techniques described here operate on a single A-scan or a set of A-scans forming a scattering matrix acquired over the target in question. Consequently, the processing techniques can be applied to both platform mounted and hand-held GPR systems.

In general, the GPR response of a surface-laid or buried target depends on target orientation. Hence, in order to make target identification possible, it is necessary to measure the full scattering matrix and transform the target response into the so-called target frame. In the target frame, the response of the target becomes orientation invariant. From measurements with the VIR system over various targets, we found that its antenna configuration is well suited for quasi-simultaneous measurement of scattering matrices, which satisfy reciprocity. Because of this property, the transformation into the target frame can be achieved by simple matrix diagonalisation in the frequency domain. The resulting scattering matrices are diagonal and their diagonal elements are indeed orientation invariants as verified by repetitive measurements for different target orientations.

Once the target response has been transformed into the target frame, it is possible to extract target information. To better understand the information content of the target response in the target frame, a physical model for the axial far-field impulse response...
of a dielectric mine-like target embedded in a lossless or lossy soil has been derived using the Born scattering approximation. According to this model, the target differentiates the waveform of the incident field. Furthermore, the length of the impulse response is a measure of the target height, whereas its magnitude is proportional to the target cross-section and the permittivity contrast between the target and the soil. Losses in the soil lead to weak additional backscatter due to the conductivity contrast and damping of the backscatter contribution from the bottom of the target. Responses predicted by the physical model were compared against responses obtained from finite-difference time-domain (FDTD) simulations, and good agreement was found.

A new deconvolution algorithm [144] has been developed which estimates the impulse response of a target based on its scattering response in the target frame and knowledge of the incident field. The novelty of the deconvolution algorithm lies in the fact that it uses the physical impulse response model described in the previous paragraph as a priori information. As a result, the estimated impulse responses can be characterised by a few parameters making them suitable for input into classification schemes. Initial tests with FDTD data demonstrate that differences in target size are reflected proportionally in these parameters, making it possible to distinguish between different targets. Furthermore, since the estimated impulse responses adhere to the physical model, it is possible to determine the permittivity of a buried dielectric target (e.g. a plastic mine) from its impulse response and that of a calibration target (e.g. a metal plate). Further verification of these results based on measured VIR data is the subject of current research.

Over the years the TU Delft research team has gained remarkable expertise and knowledge in the area of GPR. The unique aspect of this expertise is that it covers the whole GPR chain, from electromagnetic properties of the ground through to object classification.

This knowledge and expertise resulted in the development of two novel GPR sensors for landmine detection, which not only successfully detect centimeter scale objects in the ground, but are also able to classify them as ‘mines’ or ‘friendly objects’. Outdoor testing of these radars at the Test Facility For Landmine Detection Systems, located at TNO-FEL, has proven the effectiveness and efficiency of these new approaches.

12.8.5 *Lotus project*

*Dr Richard Chignell*

The *Lotus project* was directed by PipeHawk plc, with part funding from the European Commission. It was of a development nature and was aimed at showing how technology, particularly GPR, could produce an effective vehicle based solution to the mine detection problem. The sensor suite involved the *MINEREC* GPR array from PipeHawk plc, a metal detector array from Foerster’s in Germany and an infra-red camera from TNO-FEL in the Netherlands, who also carried out the data fusion. DEMIRA, a German NGO who carry out de-mining in Bosnia, provided the field test facilities in that country close to their live de-mining operations.

The small size of mines demands that for antennas close to the ground a series of closely spaced scans are performed. In the *MINEREC* array the antenna elements were
Figure 12.64 The LOTUS system under test

Figure 12.63 GPR antenna array for LOTUS vehicle based radar system

spaced to give a separation between scans of 50 mm. The individual antenna elements are physically much longer than this spacing, leading to the staggered array geometry shown in Figure 12.63. This array was built as a sub-array of a vehicle based system in which four such arrays would search a swathe 3-m wide, simply by the vehicle driving forward. The array elements are based upon resistively loaded dipoles, and the equivalent frequency range of the radar system spans much of the upper UHF and lower microwave bands.

In the LOTUS project the MINEREC array was used at a nominal height at 100 mm off the ground. For the real-time demonstration of mine detection in Bosnia the sensors were simply mounted on a telescopic framework ahead of a vehicle to search a swathe 0.75-m wide. Operationally this is clearly not an effective deployment method, but it was appropriate for a demonstration on test lanes. The metal detector was deployed at the front of the frame as far from the vehicle as possible. The infra-red camera looked down through the metal free zone behind the metal detector and was followed by the MINEREC radar array. The complete vehicle is shown in Figure 12.64.
All the data were analysed in real time. Figure 12.65 shows the ‘C’-scan, map-type output from the radar. Following processing, all the sensors produced comparable outputs which were then combined in a fusion computer to generate the real-time output on the presence or absence of a mine-like target. This output from the sensor suite was then employed to drive a series of paint jets on the rear of the vehicle (see Figure 12.66).

If a mine was present a small patch of biodegradable paint indicated the position. In the Bosnia demonstration all the mines were detected and the false alarm rate was negligibly small. The number of mines measured was large for a short trial but small compared to the testing required prior to operational use. The trial served to demonstrate the role of GPR in the solution of this problem. It is projected that operational systems of the type indicated by the LOTUS demonstrator could, in appropriate terrain, search at least one square kilometre per week. Working continuously, four such fully developed systems could search more land in a year than was cleared by the eight major donors in 2000.
12.8.6 Data processing for clutter characterisation and removal

Prof. Hichem Sahli, Luc van Kempen and John W. Brooks
Vrije Universiteit Brussel

12.8.6.1 Introduction: A large part of the work presented in this Section was performed in the framework of the DEMINE project. The authors wish to thank the TUI, one of the DEMINE partners, who provided the data used in many parts of this report. The other data used were acquired with a set-up that is the result of the collaboration with the DeTeC group of the EPFL.

12.8.6.2 Clutter environment:

(1) Introduction: Detection of buried targets with a GPR is rather simple. Almost anything under the surface of the ground presents a return signal which may be confused with a valid and possibly lethal target. In this respect, the characterisation of the radar returns in the context of the environment is essential. It is not sufficient to say that 'something' is buried; rather, in application to humanitarian demining, it is essential that a lethal target be detected with a probability of detection close to 100% in any soil type or condition.

This Section develops a basic understanding of the technical issues involved with processing GPR data. The data files used were taken from a number of sources, including the laboratories of the École Polytechnique Fédérale de Lausanne (EPFL), Vrije Universiteit Brussel (VUB) and the Technische Universität Ilmenau (TUI).

(2) Statement of the problem: The detection of nonmetallic (NM) and minimum-metal (MM) anti-personnel landmines (APs) with ground penetrating radar (GPR) is made very difficult because of the extreme clutter environment within the first 50 mm
of the soil surface. On the other hand, most APs are placed within that region to ensure reliable detonation when trodden upon.

Three distinct types of radar (GPR) return are defined:

1. Data which contain information about a mine target.
2. Data which contain information about a nonmine target but which may be confused as a mine.
3. Clutter returns caused by inhomogeneous soil and small metallic fragments which may not be confused with a valid mine target, and antenna effects (see Section 12.8.6.3.)

(3) Near-surface clutter: The clutter environment within the first few cm of the soil surface exhibits strong radar reflections with highly nonstationary statistics. This is illustrated in Figures 12.67 to 12.72, which show the return at varying depths following an adaptive clutter removal technique. The mines and other targets are placed in accordance with the test protocol developed for TUI, further explained in Section 12.8.6.11; the mine types used are PMA-1 and PMA-3. The velocity of wave propagation in the sand was estimated to be approximately $7.0 \times 10^9$ cm/s. The depths denoted in the Figures are rough estimates only, as it is difficult to determine exactly when the radar wave enters the soil. The mines, rock and sphere were all placed such that the top of each target was located at a depth of 5.0 cm. The maximum response for the sphere, however, appears later due to the currents moving on the surface of the sphere. It is quite clear that the clutter environment close to the surface is highly variable and exhibits a varying texture, even after a significant amount of background has been removed.

(4) Target discrimination: Figure 12.73 shows the environment encountered in dry sand, when multiple target types are involved. It can be seen that target intensity alone is not an acceptable discriminator; it is also clear from Figure 12.74 that simple
examination of peak intensity of a target return is not a reliable indicator of target depth. All lower targets were placed at a uniform depth 100 mm below the top target. Figure 12.75 shows a surface representation of an intensity image of a B-scan, showing the effect of a surface depression at the edge of the scan. The surface return bifurcates at the surface discontinuity, making accurate determination of the surface location very difficult. Note, also, the presence of the PMA-3 mine return which is in the middle of a large clutter/antenna response curve. If the average background of this B-scan is removed as shown in Figure 12.76, the residual effects of the surface depression are quite clear.

(5) Signal-to-noise ratio (SNR) and signal-to-clutter ratio (SCR): Although expressions for the SCR of buried targets are available [137, 138], they do not lend
themselves well to the mine detection problem. This is because, for each time slice of the C-scan, the particular unit volume scatterer used for the comparison between target energy and clutter energy varies greatly over the target location. In the raw, unprocessed data, the target return is quite small compared to the background clutter, as shown in Figure 12.77. Difficulties arise because, in general, the actual 'noise' (in the sense of zero-mean white Gaussian noise (WGN)) in the radar data is quite small because some form of integration is used in all data considered here. The dominant interference in each of the scan representations is correlated clutter, i.e. interference
which has a large correlation coefficient for lags greater than zero. A spectral decomposition of the mine return (Figure 12.77) fails to reveal much about any ‘signal component’, because the residual clutter has essentially identical spectral characteristics as the signal itself. Therefore, we shall evaluate clutter reduction methods in the context of improvements in feature extraction or classification performance in Section 12.8.6.12.
Figure 12.75  Surface plot showing B-scan distortion caused by soil depression

Figure 12.76  Residual surface clutter caused by soil depression
12.8.6.3 Clutter characterisation: GPR clutter includes many components: crosstalk from transmitter to receiver antenna; initial ground reflection; and background resulting from scatterers within the soil. In this Section, we consider all of these components to be undesired signals which require estimation and subsequent removal in order to enhance the target signal. As mentioned previously, the target signal can be either a mine or nonmine; it is the objective of the post-processing to make the decision between the two.

To estimate this clutter, there are several possible approaches. One approach is to scan an area of ground which is known to be clear of any targets and store an average A-scan for subsequent processing. This is a form of sensor calibration. Such processing may involve determination of system function (‘transfer function’) coefficients or pole–zero locations in the complex z- or s-domains.

Another possible approach is to attempt to determine the autoregressive moving average (ARMA) parameters of the clutter; these parameters may then be compared to similar parameters of samples of clutter-plus-target, and subsequent target discrimination. One final approach exploits the observation that the clutter is highly variable with depth. In this approach, the target information is considered to be contained within the residue of the clutter process, and a smoothing/prediction approach is used.

In practice, the ARMA parameters of the clutter and clutter-plus-target are so close that meaningful target separation was found not to be possible, so the approaches considered in this Section are based on sensor calibration with a reference clutter signal and subsequent adaptive processing, and the prediction/smoothing approach. The methods used are based in part on parametric modelling by system identification approaches, both nonparametric and parametric. The nonparametric method results
in a direct deconvolution of the target from the reference clutter signal; the parametric methods result in estimates of the system functions for the clutter and target components.

12.8.6.4 System identification methods, introduction: System identification methods [147] offer considerable promise in GPR signal processing. One goal of system identification is to attempt to determine a target impulse response which will (hopefully) be invariant with aspect angle and soil conditions. In general, this will not be possible [148–152]. Aspect-invariant impulse responses, characterised by the natural resonant poles of the system, are valid only when the target is perfectly conducting and in free space. However, target impulse responses may be used to infer shape information about the target, and possibly to construct features for further target classification; that is the context of this Section.

Target parameter estimation can have several meanings. On the one hand, it can imply physical parameters such as length, height, material, etc. On the other hand, it can mean the calculation of system function parameters, such as filter coefficients, which represent something unique about the target. Both approaches can be combined; for example, clutter system function coefficients may be estimated as shown in Section 12.8.6.6(2), and the results can be used to determine physical parameters as in Section 12.8.6.12(1). As mentioned previously, aspect- and depth-invariant system parameters are generally not unique with targets made of dielectric materials; however, class separability between mine and nonmine targets may still be possible using estimated target parameters.

System identification methods fall into two categories, nonparametric and parametric; the differences between the two will become apparent in the following Sections.

Briefly, the goal of nonparametric methods is to characterise a linear, time-invariant (LTI) system by its frequency response, whereas parametric methods attempt to ‘fill in the blanks’ of transfer function or state-space models so that the relationships between the input and the output of the system can be defined by the transfer function or state-space model.

In any modelling effort, we can only hope to achieve a rough approximation of the ‘real world’ environment. This is due mainly to the fact that we model a natural, continuous process by approximating the process as samples of measured data. This sampling process can only approximate the natural process, because, unlike the natural process, we are constrained to a finite dimensional view of the process. Thus, whereas natural processes are best described by sets of partial differential equations, we approximate the process with sets of finite-order difference equations. In the following Sections, we assume that the target, clutter and noise processes are discrete samples of a continuous-time input–output process, and thus we shall work in the z-domain versus the s-domain.

12.8.6.5 Parametric system identification: Parametric system identification attempts to determine the parameters (e.g. transfer function coefficients) of a linear time-invariant (LTI) system or signal [147, 153].
Figure 12.78  Discrete LTI block diagram

(1) Basic principles: Consider a discrete LTI system described by the difference equation

\[ y(n) + a_1 y(n-1) + a_2 y(n-2) + \cdots + a_{n_a} y(n-n_a) = b_0 u(n) + b_1 u(n-1) + \cdots + b_{n_b} u(n-n_b) \]  \hspace{1cm} (12.9)

where \( y(n) \) is the output sequence, \( u(n) \) is the input sequence, and \( n_a, n_b \) are the orders of the output and input processes, respectively. For causality, \( n_a \leq n_b \). The system described by (12.9) may be written in transfer function format as

\[ H(z) = \frac{B(z^{-1})}{A(z^{-1})} \]  \hspace{1cm} (12.10)

where:

\[ A(z^{-1}) = 1 + a_1 z^{-2} + a_2 z^{-2} + \cdots + a_{n_a} z^{-n_a} \]

\[ B(z^{-1}) = b_0 + b_1 z^{-2} + b_2 z^{-2} + \cdots + b_{n_b} z^{-n_b} \]  \hspace{1cm} (12.11)

This system may be illustrated as in Figure 12.78.

The more general case includes additional measurement noise \( e(n) \), which is assumed to be i.i.d. with mean zero. In this case, the input–output relation is written

\[ y(n) = H(z) u(n) + e(n) \]  \hspace{1cm} (12.12)

which is the output-error model in system identification language [139]. We define the parameter vector \( \theta \) as

\[ \theta = [a_1, a_2, \ldots, a_{n_a}, b_0, b_1, \ldots, b_{n_b}]^T \]  \hspace{1cm} (12.13)

and the elements of this vector are the parameters to be estimated.

It is shown in [145] that the solution of (12.13) is given by

\[ \hat{\theta} = (\Psi^T \Psi)^{-1} \Psi^T y \]  \hspace{1cm} (12.14)

where \( \Psi \) is the matrix

\[
\Psi = \begin{bmatrix}
\psi^T(n+1) \\
\psi^T(n+2) \\
\vdots \\
\psi^T(n+N)
\end{bmatrix} = \begin{bmatrix}
y(n_a) & \cdots & -y(1) & u(n_b+1) & \cdots & u(1) \\
y(n_a+1) & \cdots & -y(2) & u(n_b+2) & \cdots & u(2) \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
y(n_a+N-1) & \cdots & -y(N) & u(n_b+N) & \cdots & u(N)
\end{bmatrix}
\]  \hspace{1cm} (12.15)
where $N$ is the length of a sliding data window; $N \gg n_a + n_b$. Equation (12.14) is nothing more (and nothing less) than the \textit{min-norm solution} to a linear system described by
\[ y = \Psi \theta + e \]
so (12.16) may be compactly written as
\[ \hat{\theta} = \Psi^\diamond y \]
where $\Psi^\diamond$ is the \textit{Moore–Penrose pseudo-inverse} [146] of $\Psi$.

(2) The Steiglitz-McBride algorithm: The Steiglitz-McBride algorithm [147, 155] is an iterative algorithm which solves (12.12) subject to a white measurement noise process. The algorithm has been found to be very effective in determining the clutter model shown in Figure 12.79. The algorithm is as follows.

Given the output-error model
\[ y(n) = \frac{B(z^{-1})}{A(z^{-1})} u(n) + e(n) \]
solve first the least-squares problem
\[ A(z^{-1}) y(n) = B(z^{-1}) u(n) + e(n) \]
by the method described in Section 12.8.6.2 (3). This results in the preliminary estimates $\hat{A}(z^{-1})$ and $\hat{B}(z^{-1})$.

Filter the data through the pre-filter
\[ y_F(n) = \frac{1}{A(z^{-1})} y(n), \quad u_F(n) = \frac{1}{\hat{B}(z^{-1})} u(n) \]
Solve the equation
\[ A(z^{-1}) y_F(n) = B(z^{-1}) u_F(n) + e(n) \]
by the method described in Section 12.8.6.2 (1). Repeat steps 2 and 3 until $\hat{A}(z^{-1})$ and $\hat{B}(z^{-1})$ have converged.

12.8.6.6 GPR signal model: Estimating the target parameters is the goal of system identification applied to GPR signal processing. If specific parameters of the target can be isolated in some domain, then it may be possible to classify the target further into ‘mine’ and ‘nonmine’ categories. In this Section, the parameters are the system function parameters mentioned previously. The roots of the transfer function polynomials may be plotted in either the $z$-domain or the $s$-domain (see, for example,
Figure 12.80  Pole–zero map of estimated clutter parameters

\[ s_{\text{rec}}(n) = s_{\text{trans}}(n) \otimes h_{a}(n) \otimes h_{c}(n) \otimes h_{t}(n) \otimes h_{c}(n) \otimes h_{a}(n) \]  (12.22)

where \( h_{a}(n) \), \( h_{c}(n) \) and \( h_{t}(n) \) are the impulse responses of the antenna, clutter and target, respectively. The antenna and clutter impulse responses are shown twice to reinforce the fact that the radar wave passes through both components twice. Strictly speaking, in a bistatic array environment, the antenna impulse responses should be denoted \( h_{\text{arec}}(n) \) and \( h_{\text{atrans}}(n) \) to denote the receiver and transmitter antenna responses, which will, in general, be different.

In the context of this Section, clutter includes all environmental effects including scatterers from the soil, crosstalk and surface interface. In addition, the antenna effects are included in the clutter signal, because there is no possibility of measuring the actual antenna effects in the field, under varying conditions.

In addition, noise specifically refers to the random measurement noise which is added to the composite signal. The correlation properties of the noise may be deduced from the estimation of ARMA parameters if required.
The representation of (12.22) can be formalised by the structure shown in Figure 12.82. Estimated parameters (for example, ARMA coefficients) may be used for feature extraction; an example of clutter features which result from parameter estimation using the Steiglitz–McBride algorithm (see Sections 12.8.6.5(2) and 12.8.6.7) is shown in Figure 12.80.

**(1) Target model:** The target model is shown in Figure 12.83. The impulse response of the target is \( h_t(n) \), and we denote the input–output relationship as shown, with a Dirac \( \delta \) function as the input, and the output sequence by \( s_t(n) \). As stated previously, the goal will be to estimate the parameters of the transfer function, \( \hat{D}(n) \) and \( \hat{C}(n) \), given by the composite parameter vector

\[
\hat{\theta}_t = [c_1, c_2, \ldots, c_{n_c}, d_0, d_1, \ldots, d_{n_d}]^T
\]  

(12.23)

where \( n_c, n_d \) represent the order of the respective polynomials in \( z^{-1} \).
The parameters of the target may be estimated only after the clutter/antenna parameters are determined.

(2) Clutter model: In a similar way, the clutter model may be represented by

\[ \hat{\theta}_c = [a_1, a_2, \ldots, a_{n_a}, b_0, b_1, \ldots, b_{n_b}]^T \] (12.24)

The input to the clutter block diagram is indicated by the \( \delta \)-function in the absence of any knowledge of the true input waveform. In this way, the clutter model includes all of the effects noted in Section 12.8.6.3. In general, the shape of the transmitted pulse will not be known. Indeed, as with the data collected at TUI, there is no 'pulse' per se, but only a synthesised pulse by virtue of the stepped frequency modulation. The modelling methods described in this Section, however, lend themselves equally well to the case where the input (transmitted) pulse is known; simply replace the \( \delta \)-function with the known pulse.

(3) Noise model: When modelling dynamical or signal systems, it is usually necessary to include a noise model which will account for any random disturbances caused by the measurement equipment, etc. Such disturbances may be nonstationary, and may also be non-Gaussian and display some specific spectral characteristics other than a flat ('white') spectrum. The inclusion of a (possibly time-varying) noise model is therefore indicated.

Such a noise process model can be described by

\[ \hat{\theta}_v = [g_1, g_2, \ldots, g_{n_g}, f_0, f_1, \ldots, f_{n_f}]^T \] (12.25)

and the model is shown in Figure 12.84.

The input to the noise model is a vector of independent, identically distributed (i.i.d.) samples with a Gaussian amplitude distribution of zero mean and constant spectral intensity. The input is applied to a filter which will provide appropriate spectral and amplitude shaping to represent the measured noise from A-scan to A-scan; it may not be necessary to apply this filter if the noise from A-scan to A-scan is sufficiently de-correlated. This is explained further in Section 12.8.6.7.

![Figure 12.84](image-url) Representation of added noise parametric model
12.8.6.7 Implementation of model-based formulation: For a general description of the parametric system identification algorithms described in this Section, reference is made to Figure 12.82 and the additional Figures immediately following. The clutter model may be estimated by applying the Steiglitz–McBride algorithm described in Section 12.8.6.5(2). The clutter model is derived from a reference clutter sample, as is the case in all the techniques described herein except for some types of recursive (adaptive) methods, which will be described in Section 12.8.6.8. This should not, in most cases, be a drawback to the general method; representative clutter samples may be collected at various times during the mine scanning process.

Because the data collected at TUI consisted of frequency-domain samples (from a stepped-frequency radar), the derived time-domain signal represents a composite of a transmitted ‘pulse’ convolved with the clutter. Thus, we denote the input signal as a Dirac δ-function as shown in Figure 12.79. The noise model shown in Figure 12.84 can be estimated by determining the ARMA parameters of the residue found by subtracting successive A-scans and then using those coefficients to create correlated noise samples \( v(n) \) which are of appropriate amplitude to match the power of the original residue. It has been determined experimentally that, with the data samples of interest here, the noise transfer function may be omitted; in other words, the scan-to-scan noise is closely approximated by the input \( e(n) \). In this case, the noise modelling is accomplished by the MATLAB code fragment for a series of length-64 A-scans. In this case, the noise samples were found to be represented by WGN:

\[
\text{diff_clut}=\text{slice}(::,n)-\text{slice}(::,n-1);
\in=(1/\sqrt{64})\sqrt{\max(\text{xcorr(diff_clut)})}\text{randn}(64,1);
\]

If an examination of the correlation properties of the differenced A-scans determined that the residue had significant correlations at lags much greater than zero, it would be necessary to determine the noise model ARMA parameters as, for example, described in Reference [156]. That reference uses higher-order statistics (cumulants) to determine ARMA parameters assuming the data are correlated and possibly non-Gaussian. Other ARMA estimation methods may be used, such as those in Reference [147] if the process is found to be linear and Gaussian. In practice, it was found that WGN was a close approximation to the true process; in no case was an ARMA model greater than ARMA(4,4) determined to be of use.

As an example of the efficacy of the model-based approach, Figures 12.85 and 12.86 show the ‘before’ and ‘after’ B-scans of a cylindrical copper plate buried 30 cm in sand. The uncancelled clutter in Figure 12.86 may be due to undulations in the sand surface. As mentioned previously, this method is nonadaptive in this example, but the basic model may be refined to include adaptivity, in which case such surface clutter may be reduced.

Once the clutter estimate and noise processes are determined, the target may be easily extracted by simply subtracting the sum of those estimates from the measured signal. If desired, the target filter coefficients may be easily determined by the Steiglitz–McBride algorithm applied to the new target estimate signal as for the clutter signal described above.
Figure 12.85  B-scan of copper plate buried 30 cm in sand

Figure 12.86  Result of model-based clutter removal
12.8.6.8 Recursive (time-varying) methods: Recursive algorithms, also known as adaptive algorithms \[139, 149\], are used for on-line processing of data as opposed to batch or off-line processing. In the case of clutter reduction, two approaches are addressed in this Section: the case where a sample of clutter is available for estimation, and the case where there is no a priori clutter information. In either case, the ultimate goal is to determine the parameter vector \( \hat{\theta}_t \) given by (12.23).

(1) Recursive least squares (RLS) methods: This method can be found in Reference [147], Chapter 11.

Consider the scalar–vector form of (12.16),

\[
y(n) = \Psi^T(n)\theta(n) + e(n)
\]

The general expression for recursive parameter estimation is

\[
\hat{\theta}(n) = \hat{\theta}(n - 1) + k(n)(y(n) - \hat{y}(n))
\]

where \( k(n) \) is the adaptation gain vector. Given an initial parameter vector

\[
\theta_0(n) = \theta_0(n - 1) + w(n)
\]

where \( w(n) \) is assumed to be i.i.d., the general algorithm for recursive parameter estimation is therefore:

\[
\hat{\theta}(n) = \hat{\theta}(n - 1) + k(n)[y(n) - \hat{y}(n)]
\]

\[
\hat{y}(n) = \Psi^T(n)\hat{\theta}(n - 1)
\]

\[
k(n) = Q(n)\Psi(n)
\]

\[
Q(n) = \frac{P(n - 1)}{R_2 + \Psi^T(n)P(n - 1)\Psi(n)}
\]

\[
P(n) = P(n - 1) - \frac{P(n - 1)\Psi(n)\Psi^T(n)P(n - 1)}{R_2 + \Psi^T(n)P(n - 1)\Psi(n)} + R_1
\]

where \( R_1 = E[w(n)w^T(n)] \) and \( R_2 \) is the variance of the innovations in (12.26), \( R_2 = E[e^2(n)] \). This is the Kalman filter version of adaptive parameter identification. The covariance matrix \( P \) is typically initialised as a diagonal matrix of dimension \( N \times N \), where \( N = n_a + n_b \) as in (12.9), for example.

Often, a modification to the above equations is made to include a forgetting factor \( \lambda : 0 < \lambda \leq 1 \), in which case the two latter equations of (12.29) become, respectively,

\[
Q(n) = \frac{P(n - 1)}{\lambda + \Psi^T(n)P(n - 1)\Psi(n)}
\]

\[
P(n) = \left[ P(n - 1) - \frac{P(n - 1)\Psi(n)\Psi^T(n)P(n - 1)}{\lambda + \Psi^T(n)P(n - 1)\Psi(n)} \right] / \lambda
\]

Typical values for \( \lambda \) range from 0.95 to 0.99.
The RLS algorithm may be implemented in Simulink and compiled to C-code. The Simulink block diagram is shown in Figure 12.87. As with many adaptive methods, a sample of clutter (here, clutter from the MATLAB workspace) is required for the RLS method to work. The clutter samples may be derived from an estimation process as described in Section 12.8.6.6, or samples of clutter may be measured in the field. In either case, the variability of the clutter with location must be considered. The ‘In’ port represents single A-scans of data. The ‘Out’ port represents the residual signal, or the signal with clutter removed.

(2) Linear predictive coding (LPC): LPC is a method of estimating the prediction-error coefficients for a linear regression model. Basically, the coefficients are determined by applying the Levinson–Durbin algorithm [147, 157] to the autocorrelation matrix of the input data in small blocks. The coefficients are then used to filter the input data, and the residual is found by subtracting the original data from the filtered estimate. This is explained by the following MATLAB code fragment. The variable t_data is the input A-scan. The data window in the following case is set to 5; this is a design parameter and can be changed to produce the best results. The function lpc is in the MATLAB Signal Processing Toolbox,

```
clut.
signal from workspace 1
```

```
a=lpc(t_data,5);
f_est=filter([0 -a(2:end)],1,t_data);
est=t_data-f_est;
```

The LPC algorithm can be implemented in Simulink and then compiled into C-code. The Simulink block is shown in Figure 12.88. As can be seen, the LPC algorithm
applies the Levinson–Durbin algorithm to the windowed autocorrelation estimate of the data. The algorithm is described in References [157, 158], and will not be further detailed here. A unique feature of the LPC method is that no clutter sample is required; thus, it should prove useful when the surface of the soil is varying in height. The 'signal from workspace' is a Simulink signal source, and is represented by the variable t_data mentioned above. Each A-scan is input into the LPC block. The 'rebuffer' block converts the scalar input into a vector of a specified block length (for example, 5, as in the code fragment above), and the autocorrelation matrix of that vector is formed in the 'ACF' block. Finally, the Levinson–Durbin block calculates the filter coefficients, and the filtered output f_est is represented by the 'Out' port in the diagram.

(3) Discussion: The recursive parametric methods show great promise for clutter reduction. Additional work is needed to compensate for variations in the ground surface; a possible solution is adaptively shifting the A-scans in time to compensate for the surface variations. It is essential that raw, unprocessed data be used for all of these techniques; any interpolation or filtering of the data prior to application of these methods will lead to unsatisfactory results.

12.8.6.9 Target deconvolution by nonparametric system identification:

(1) Introduction: From (12.22), it is possible to extract the target from the composite clutter-plus-target signal by deconvolution. This is usually accomplished in the frequency domain, and two methods are described in this Section [147, 158].

The term nonparametric implies the absence of a transfer function defined explicitly in terms of the shift operator \( z^{-1} \). In the case of nonparametric system identification, the time-domain correlation function or the frequency-domain power spectra are calculated. It is then possible, in some cases, to derive parameters from the frequency-domain information. In the following, we define the basic identities which are used in nonparametric system identification.

(2) Mathematical foundation: We list here a number of mathematical relationships which will be required in the remainder of this Section; the derivations may be found in Reference [158].

Consider a discrete signal \( y(n) \), which may be considered to be the output of a linear, time invariant (LTI) system,

\[
y(n) = x(n) \otimes h(n) + v(n)
\]  

(12.31)

where \( h(t) \) is the impulse response of the system and \( v(n) \) is an independent, identically distributed (i.i.d.) sequence with an auto-covariance function

\[
R_v(k) = E[(v(k) - m_v)(v(n - k) - m_v)^*]
\]  

(12.32)

In (12.31) the symbol \( \otimes \) denotes convolution, defined as, for example,

\[
x(n) \otimes h(n) = \sum_{k=-\infty}^{\infty} h(k)x(n-k)
\]  

(12.33)
In the discrete domain, the two-sided z-transform of a discrete sequence \( \{x(n), n = -\infty, \ldots, -1, 0, +1, \ldots, +\infty\} \) is defined as

\[
X(z) = \sum_{n=-\infty}^{\infty} x(n)z^{-n} \tag{12.34}
\]

so (12.31) may be written as

\[
Y(z) = X(z)H(z) \tag{12.35}
\]

where \( H(z) \) is referred to as the system function. The system function evaluated on the unit circle \( |z| = 1 \) is the frequency response of the system, \( H(e^{j\omega}) \).

Given a stochastic process \( x(n) \), the autocorrelation function of the process is defined as

\[
\Phi_{xx} = E[x(n)x^*(m)] \tag{12.36}
\]

where \( E[\cdot] \) is the expectation operator. For two stochastic processes \( x(n) \) and \( y(n) \), the crosscorrelation function is defined as

\[
\Phi_{xy} = E[x(n)y^*(m)] \tag{12.37}
\]

The z-transform of the autocorrelation function is given by

\[
\Phi_{xx}(z) = \sum_{k=-\infty}^{\infty} \Phi_{xx}(k)z^{-k} \tag{12.38}
\]

and the following relationships apply:

\[
\Phi_{xx}(z) = \Phi_{xx}^*(1/z^*) \tag{12.39}
\]

\[
\Phi_{xy}(z) = \Phi_{yx}^*(1/z^*)
\]

When evaluated on the unit circle, (12.38) results in the power spectrum of the process,

\[
\Phi_{xx}(e^{j\omega}) = \sum_{k=-\infty}^{\infty} \Phi_{xx}(k)e^{j\omega k} \tag{12.40}
\]

and the next set of relationships relate the input–output crosspower spectrum \( \Phi_{xy}(e^{j\omega}) \) and the output power spectrum \( \Phi_{yy}(e^{j\omega}) \):

\[
\Phi_{xy}(e^{j\omega}) = H^*(e^{j\omega})\Phi_{xx}(e^{j\omega})
\]

\[
\Phi_{yx}(e^{j\omega}) = H(e^{j\omega})\Phi_{xx}(e^{j\omega}) \tag{12.41}
\]

\[
\Phi_{yy}(e^{j\omega}) = |H(e^{j\omega})|^2\Phi_{xx}(e^{j\omega})
\]

Equations (12.41) form the basis for nonparametric system identification. In principle, the second equation of (12.41) can be used to find the estimated system function by forming the ratio of the estimated cross-spectrum (derived from the computed
crosscorrelation function) and the auto-spectrum (derived from the autocorrelation function) as

\[ \hat{H}(e^{j\omega}) = \frac{\hat{\Phi}_{yx}(e^{j\omega})}{\hat{\Phi}_{xx}(e^{j\omega})} \quad (12.42) \]

Once the complex system function estimate has been computed, the system impulse response may be obtained by taking the inverse discrete Fourier transform (DFT) of (12.42).

In Reference [147], the disturbance spectrum estimate \( \hat{\Phi}_{vv}(e^{j\omega}) \) (see equation 12.31) is also derived as

\[ \hat{\Phi}_{vv}(e^{j\omega}) = \hat{\Phi}_{yy}(e^{j\omega}) - \frac{|\hat{\Phi}_{yx}(e^{j\omega})|^2}{\hat{\Phi}_{xx}(e^{j\omega})} \quad (12.43) \]

Finally, the target transfer function may be determined directly by computing the ratio of the DFT of the measured signal with the DFT of the input signal as

\[ \hat{H}_t(e^{j\omega}) = \frac{\hat{Y}(e^{j\omega})}{\hat{X}(e^{j\omega})} \quad (12.44) \]

12.8.6.10 Comments: The nonrecursive (nonadaptive) method described in Section 12.8.6.7 relies on a reference clutter sample (as do most methods described in this Section) and suffers from an inherent inability to cancel clutter caused by fluctuations in the soil surface. On the other hand, the basic block diagram may be implemented recursively to mitigate this limitation, given that clutter samples may be updated for each A-scan.

The LPC method presented in Section 12.8.6.8(2) removes the requirement for a reference clutter sample, exploiting instead the predictive (smoothing) nature of the LPC algorithm. As noted previously, the target information lies within the fine details of the signal envelope (which is mostly clutter).

The nonparametric methods described here proved to be of little use in determining target parameters due to the very low SCR exhibited in each unprocessed A-scan; the power spectra of clutter and signal-plus-clutter were simply too close in magnitude to be of any use.

\[ x_{start} = 400 \quad y_{start} = 1020 \quad y_{start mean} = 870 \quad x_{end} = 2400 \]

![Figure 12.89 Measurement set-up at TUI Lab](image)
12.8.6.11 Results: The various approaches described in the preceding Section were applied to data which were collected at the TUI for the EC-funded project: DEMINE (EP29902). The antenna used was a flat plate Vivaldi.

The test set-up at TUI is shown in Figure 12.89. Each target was buried such that the top of each target was 50 mm below the surface of the sand.

(1) Mean background removal: Figures 12.90 and 12.91 demonstrate the results of mean background removal. The slanted lines at the right of Figure 12.90 are reflections from the side of the sandbox. Some surface residual remains and the sphere and rock (nonmine targets) are still quite visible.

(2) Model estimated background removal: Figure 12.92 shows the result of the clutter and noise estimation described in Section 12.8.6.6. In this Figure, the far right side has been removed to eliminate the reflections from the wall of the sandbox. One can see that the correlated clutter represented normally by waves below the targets is suppressed. In this way, the dominant returns are only the tops of the targets. The reduction in correlated clutter is achieved by decorrelating the clutter by the addition of coloured ARMA noise. The noise model was estimated by differencing consecutive A-scans and evaluating the autocorrelation properties in order to establish the ARMA model order. Then, WGN was applied to the noise process transfer function shown in Figure 12.84. The clutter process was estimated by applying the Dirac delta function to the clutter transfer function of Figure 12.79 and experimentally determining the appropriate order by using a clutter A-scan sample. In this Figure, the clutter parameters are fixed, but the noise parameters are updated from A-scan to A-scan.
Figure 12.91  C-scan, mean background removal

Figure 12.92  Parametric model background removal

Figure 12.93 is a C-scan of the 3D volume which clearly shows the mines. The poles and zeros from Figure 12.80 may be used also in the target model case as features for target classification.

(3) RLS background removal: Figures 12.94 and 12.95 show the results of the RLS adaptive approach. In this case, the clutter parameters are again considered fixed, but the signal minus clutter residue is adaptively estimated in time (depth) as well as
from A-scan to A-scan. In this Figure, the sphere and rock returns are reduced, but the level of correlated clutter is more than in the previous approach.

(4) **LPC background removal:** The LPC approach in Figures 12.96 and 12.97 is based on Section 12.8.6.8(2). The Figures show the results of extracting the filtered residual from each A-scan as described by the MATLAB code fragment in that Section.
12.8.6.12 Performance measures of clutter reduction methods: As stated in Section 12.8.6.2(5) we do not consider SNR or SCR to be valid measures of performance (MOP) in GPR evaluation. Rather, we evaluate GPR MOP in the context of improvement in, for example, target classification. In the following Sections, physical
target parameters and target discrimination performance are evaluated following adaptive background removal by the RLS method.

(1) Physical parameter estimation: An important parameter in the processing of GPR data is the knowledge of the velocity of propagation in the medium. The velocity estimation is based on the detected hyperbolas in the B-scan image. In the following we compare the estimated hyperbola parameters and velocities for both GPR raw data (after simple average subtraction) and pre-processed data after clutter removal. The detection of hyperbolic forms in a B-scan image is done using a generalised Hough-transform on the detected edge pixels. Edge detection was made using multi-scale Gabor filters. The following equation for the general hyperbolic parameters was considered:

\[ t^2 = \alpha + \beta (x - \gamma)^2 \]  

where \( t \) and \( x \) represent the vertical and horizontal co-ordinates and \( \gamma \) the eccentricity. Figures 12.98 and 12.99 show the detected hyperbolas for the raw data and the pre-processed data.

We see that in both cases a number of hyperbolas are detected at each of the object positions. There are, however, also some other hyperbolas which are present and do not correspond to real objects. Noisy hyperbolas are detected using a correlation between the detected hyperbolas on a C-scan. For each target we can then calculate the local velocity of propagation,

\[ v = \frac{2\Delta x}{\sqrt{\beta} \Delta t} \]  

and the depth,

\[ z = v \sqrt{\alpha} \]
Figure 12.98  Detected hyperbolas in raw data, slice 16

Figure 12.99  Detected hyperbolas in pre-processed data, slice 16
where $\Delta x$ is the horizontal distance between two sample points (the horizontal scanning step), $\Delta t$ is the difference in time between two sample points (the inverse of the sampling frequency). In Table 12.9 we compare velocity, depth and eccentricity for both raw data and pre-processed data.

It can be seen that, with the pre-processed data, the estimated depth is approximately 50 mm, which is the correct value, and the velocity estimates for the mines are approximately identical. Finally, the eccentricity is almost identical for all the objects.

(2) Target class discrimination: This Section presents a short summary of target discrimination based on raw and pre-processed data, using time, frequency and wavelet-domain features [159]. To compare the results for both types of data, we will estimate how well the selected features are clustered within each of the classes separately, and how effective those features are in separating the classes.

The selection of the best features out of the larger feature vectors, composed of all the data samples in the time, frequency and wavelet domains, is based on the estimation of Wilks’ lambda [160]. This entity is defined as follows:

$$\lambda = \frac{\text{det} \left[ \sum_{j=1}^{N} \sum_{i=1}^{n_j} (X_{ij} - \bar{X}_j)(X_{ij} - \bar{X}_j)^T \right]}{\text{det} \left[ \sum_{j=1}^{N} \sum_{i=1}^{n_j} (X_{ij} - \bar{X})(X_{ij} - \bar{X})^T \right]}$$ (12.48)

where:
- $X_{ij}$ feature $i$ in class $j$
- $n_j$ number of features in class $j$
- $\bar{X}$ overall feature mean
- $\bar{X}_j$ feature mean for class $j$
- $N$ number of classes.

In this formula the denominator represents the determinant of the within class scatter matrix. This value will express how well the selected features are clustered.
within each of the classes separately. A small value of the denominator will represent a well clustered feature set.

The numerator represents the determinant of the total scatter matrix. This value will express how much the combined feature set is extended over the feature space. A large value can be interpreted as the fact that the distance between the class means will be large.

The combination of the two requirements leads to the selection of those features that have the smallest values of Wilks’ lambda.

The actual comparison between the raw and pre-processed data will be made based upon two items: the clustering within a class and the separability between classes.

For the clustering within a class, the assumption is made that the values of the selected features conform to a Gaussian distribution. The covariance matrix $C_{0j}$ of these selected features for class $j$ can be expressed as

$$C_{0j} = \sum_{i=1}^{n} (X_{ij} - \bar{X}_j)(X_{ij} - \bar{X}_j)^T$$

(12.49)

The feature cloud will have an elongated shape in the feature space, in the case that the features are not well clustered (Figure 12.100a), and a spherical shape in the case they are well clustered (Figure 12.100b).

In Figure 12.100, $\lambda_1$ and $\lambda_2$ are the first and second eigenvalues of the covariance matrix. The ratio $\lambda_1/\lambda_2$ will thus express how well the classes are clustered (a smaller value will represent a better clustering).

The logical way to express the separability between classes is to use the quotient of the distance between the class mean and total mean, and the largest eigenvalue (expressing the spread). This value will have to be maximised.

Table 12.10 shows the comparison results, based on the defined values, for time, frequency and wavelet features separately, or when using all (combined) features. The clustering within the class is for the three objects (mine, sphere and rock), is, in most of the cases, better for the pre-processed data than for the raw data. Finally, the classes are better separated using the pre-processed data.

![Figure 12.100](image-url)  
*The shape of the feature cloud for a not well clustered (a) and a well clustered (b) class*
Table 12.10  Comparison results based on feature selection

<table>
<thead>
<tr>
<th></th>
<th>Raw data</th>
<th>Pre-processed data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clustering ($\lambda_1/\lambda_2$)</td>
<td>Separability</td>
</tr>
<tr>
<td></td>
<td>Mine</td>
<td>Sphere</td>
</tr>
<tr>
<td>Time</td>
<td>1.45</td>
<td>3.96</td>
</tr>
<tr>
<td>Freq.</td>
<td>3.33</td>
<td>3.19</td>
</tr>
<tr>
<td>Wavel.</td>
<td>3.21</td>
<td>2.65</td>
</tr>
<tr>
<td>All</td>
<td>16.42</td>
<td>21.52</td>
</tr>
</tbody>
</table>

12.9  Summary

GPR is beginning to be fielded as a sensor for mine detection where its ability against the minimum metal mine often surpasses the ubiquitous metal detector. The US HSTAMIDS hand-held detector is now being evaluated in Afghanistan. Throughout the world, airborne, vehicle mounted and hand-held systems have been extensively researched, developed and trialled. The process has taken over two decades from the early systems devised for Vietnam and the Falkland Islands and has often been fragmented and intermittent.

In most soils, GPR can detect mines at greater depths than the metal detector, but in clay or salt-laden soils it does not perform as well. However, in some mineralised soils where the metal detector struggles, GPR has a performance advantage.

This suggests that it is important that the processing built into a GPR sensor can recognise difficult soil conditions and alert the operator to a potential performance degradation. Furthermore, GPR has to overcome many potential sources of false alarm due to clutter, which include large stones, animal burrows, cracks in the soil surface, pooled water in surface and sub-surface hollows, tree roots, changes in surface topography and changes in vertical or lateral soil structure.

As GPR is now reaching a level of technology readiness, it is vital that it is tested in a way that exposes all aspects of performance. Many test procedures developed for metal detector technology are inappropriate for GPR, which must take into account not just the mass of metal in the mine but the type of mine, surrogate, inert etc., the size of mine, the internal structure of mine, the explosive content of mine, the depth of mine, the attitude of mine to the horizontal and the proximity to other targets such as AT mines.

The testing of GPR systems should ensure that there is an adequate statistical distribution of AP and AT mines, GPR clutter, ground topography, soil conditions (water content etc.), operator variance and product batch quality control.

The performance bounds of GPR systems can be evaluated, but as yet there is not the wealth of understanding of the effects of clutter that is common in conventional
Table 12.10  Comparison results based on feature selection

<table>
<thead>
<tr>
<th></th>
<th>Raw data</th>
<th></th>
<th>Pre-processed data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clustering ($\lambda_1/\lambda_2$)</td>
<td>Separability</td>
<td>Clustering ($\lambda_1/\lambda_2$)</td>
<td>Separability</td>
</tr>
<tr>
<td></td>
<td>Mine</td>
<td>Sphere</td>
<td>Rock</td>
<td>Mine</td>
</tr>
<tr>
<td>Time</td>
<td>1.45</td>
<td>3.96</td>
<td>3.06</td>
<td>5.76</td>
</tr>
<tr>
<td>Freq.</td>
<td>3.33</td>
<td>3.19</td>
<td>2.83</td>
<td>4.47</td>
</tr>
<tr>
<td>Wavel.</td>
<td>3.21</td>
<td>2.65</td>
<td>1.38</td>
<td>2.77</td>
</tr>
<tr>
<td>All</td>
<td>16.42</td>
<td>21.52</td>
<td>4.46</td>
<td>1.19</td>
</tr>
</tbody>
</table>

12.9  Summary

GPR is beginning to be fielded as a sensor for mine detection where its ability against the minimum metal mine often surpasses the ubiquitous metal detector. The US HSTAMIDS hand-held detector is now being evaluated in Afghanistan. Throughout the world, airborne, vehicle mounted and hand-held systems have been extensively researched, developed and trialled. The process has taken over two decades from the early systems devised for Vietnam and the Falkland Islands and has often been fragmented and intermittent.

In most soils, GPR can detect mines at greater depths than the metal detector, but in clay or salt-laden soils it does not perform as well. However, in some mineralised soils where the metal detector struggles, GPR has a performance advantage.

This suggests that it is important that the processing built into a GPR sensor can recognise difficult soil conditions and alert the operator to a potential performance degradation. Furthermore, GPR has to overcome many potential sources of false alarm due to clutter, which include large stones, animal burrows, cracks in the soil surface, pooled water in surface and sub-surface hollows, tree roots, changes in surface topography and changes in vertical or lateral soil structure.

As GPR is now reaching a level of technology readiness, it is vital that it is tested in a way that exposes all aspects of performance. Many test procedures developed for metal detector technology are inappropriate for GPR, which must take into account not just the mass of metal in the mine but the type of mine, surrogate, inert etc., the size of mine, the internal structure of mine, the explosive content of mine, the depth of mine, the attitude of mine to the horizontal and the proximity to other targets such as AT mines.

The testing of GPR systems should ensure that there is an adequate statistical distribution of AP and AT mines, GPR clutter, ground topography, soil conditions (water content etc.), operator variance and product batch quality control.

The performance bounds of GPR systems can be evaluated, but as yet there is not the wealth of understanding of the effects of clutter that is common in conventional
radar engineering. This is an important area which needs to be understood better if predictions of the statistical performance of GPR are to be better quantified.

The most successful developments have been where GPR is used in conjunction with other sensors (primarily the metal detector).

The market for humanitarian mine detectors is fragmented and very cost sensitive and will be difficult to develop, but it is to be hoped that parallel developments and procurements for military applications will result in products being used to meet the humanitarian need.

There are good reasons for being hopeful that the next few years will see GPR in action for mine clearance.
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Chapter 13
Utilities

13.1 Introduction

Many attempts have been made to develop cost-effective GPR for utility detection. The goal of most of the commissioning organisations is to map all the buried utilities and structures to enable rapid installation of new plant with the minimum disruption and damage to existing plant. All of the utilities – gas, water, sewage, electricity, telephone, cable, etc. – need to co-exist and avoid collateral damage. The effects and costs of damage, the costs of restitution, insurance and local legislation all provide powerful incentives to improve underground mapping and enable trenchless installation. Organisations such as GRI and EPRI in the United States, the utility companies in Japan, UK, Germany, France, etc., have all invested heavily in development.

While there has been gradual market penetration of GPR technology, several factors have limited its acceptance. The first and most important is that the soil attenuation in particular soils, in any country, limits the potential areas of use. In regions where there is heavy clay then GPR does not work. This means realistically that only 60–70% of the total land area may be suitable for GPR surveying. In the UK, London is built on significantly large regions of heavy clay and GPR often struggles to detect buried targets. The second factor concerns the density of utility plant in major urban areas. Where there is the usual interwoven ‘spaghetti’ of pipes, cables, etc. it is difficult to clearly image the situation. This is just where such clarity is needed. The third factor is the cost per square metre of providing accurate and well registered, three-dimensional maps. The cost of the final product (the map) is still high.

Although significant funding has been made into GPR development for utility operation there is still no easy way of overcoming basic physics. A brief view around the websites of those organisations developing and manufacturing GPR survey equipment for utilities would lead the reader to believe that GPR has solved the end-user problems. Their marketing departments have invented new acronyms, claimed performances that really are not achievable on a consistent basis and are still generally
Table 13.1  Performance table

<table>
<thead>
<tr>
<th>Soil type (measured in mid-winter)</th>
<th>Maximum depth for 25 mm plastic pipe</th>
<th>Maximum depth for 25 mm metal pipe</th>
<th>Maximum depth for 300 mm plastic pipe</th>
<th>Maximum depth for 300 mm plastic pipe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandy soil</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loamy soil</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sand/shingle</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heavy clay</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

overstating the potential for GPR. The reality is that all the claims should be backed up by quantified evidence in terms of what percentage of plant was detected in what percentage of the land area. From a practical view, one might suspect that this was in the region of 60% of all plant in 60% of a country's land area (the 60/60 performance). The end-user should request the suppliers of equipment or services to complete a table similar to Table 13.1 with a confidence level of 95% (established by ground truth).

The suppliers of equipment or services should also be able to define the accuracy of location both vertically and laterally as well as the resolution between pipes/cables.

There are several organisations that specialise in the information relating to advanced surveying techniques (which include GPR). One of these is The International Society For Trenchless Technology (ISTT), which was established in 1986 with the following objectives:

- to advance the science and practice of Trenchless Technology for the public benefit, and
- to promote education, training, study and research in that science and practice.

The ISTT website is found at http://www.istt.com/.

The reader may also find a wealth of information at the Civil Engineering Coolsites at http://zerlina.emeraldinsight.com/vl=4543569/cl=26/nw=1/rpsv/abstracts/icea/coolsites/ge_reviews.htm.

This Chapter contains most of the material of the first edition, but with the addition of information on the currently active specialists in GPR for utilities. The standard GPR systems have not been included as most of the material is readily available on company websites. General information on GPR techniques is given by Daniels [1–7] and approaches using neural networks are described by Costamagna et al. [8], Ciochetto et al. [9] and Gamba et al. [10, 11].
13.2 Technology

13.2.1 Pipes and cables

Howard F. Scott
British Gas Research and Technology, UK

The very first system specifically developed for pipe detection was the Terrascan system designed by Microwaves Associates and Ohio State University in the 1970s. The system showed some promise and the then British Gas (now Transco) started a development programme to build a plastic pipe locator with a target 90/90 performance.

The Engineering Research Station of British Gas pursued the development of its prototype to the stage where six pre-production units were manufactured.

The best performance from a surface-penetrating radar system, particularly one for the detection at high resolution of shallow objects, is obtained when the whole of the system is designed around a specific target type or geometry.

The detection of utilities’ plant imposes a particular set of constraints on the design of an effective surface-penetrating radar system. The majority of buried plant is within 1.5 to 2 m of the ground surface, but it may have a wide variation in its size, may be metallic or nonmetallic, may be in close proximity to other plant and may be buried in a wide range of soil types involving large differences in electromagnetic absorption. As a result, obtaining adequate penetration of the emitted radiation coupled with good resolution of neighbouring plant is not straightforward, and some compromise has to be accepted in the design. The particular feature of utilities’ plant which may be used to advantage in the design of a radar detection system is that almost all the objects sought are long and thin, which results in a particular action on the polarisation of a reflected wave. This feature has been used in the design of the British Gas pipe locating radar, to be described in more detail below.

Ground penetrating radar equipment, being an emitter of radio signals, is subject to licensing and control in the country of use. An additional requirement, therefore, is that any equipment used must comply with the legal requirements locally in force, which in the UK are set by the Department of Trade and Industry. It is also essential that the radiation levels are below the relevant safety thresholds.

A pipe location system should have the ability to detect and map all classes of buried pipes and cables. Although not essential, the further attribute of being able to detect other sub-surface features such as voids and ground obstructions (concrete, etc.) would be an advantage.

The ability to detect all buried plant down to a depth of 1.5 m is desirable. If this could be achieved, then approximately 90% of all buried plant could be located under all conditions. In practice, there is an approximate relationship between pipe diameter and burial depth; for example, 25 mm PE gas service pipes are not often laid deeper than 500 mm cover, while plant laid at more than 1 m cover is predominantly of diameter 125 mm or greater. Consequently, the penetration characteristics of a practical pipe and cable locator must be consistent with the observed depth distribution of diameters.
All plant location equipment is limited in its ability to resolve closely spaced objects. For example, the horizontal resolution of conventional inductive locators is usually expressed as a function of burial depth: they can resolve adjacent plant when their spacing, in the horizontal plane, is approximately the same as their depth. A desirable resolution is the ability to distinguish multiple buried plant as separate targets when they are spaced more than 150 mm apart, in either depth or plan.

In the British Gas radar system equipment, the antennas are planar logarithmic spirals, interleaved so as to be electrically orthogonal. The impulse is approximately 1 ns in duration and the antenna output is in the frequency range 200 to 1000 MHz. The use of a planar spiral antenna has three principal advantages. First, very broadband transmission is possible so that there is no need to select different antennas for different circumstances. Second, the emitted radiation is circularly polarised so that a pipe will be detected at whatever horizontal angle it may lie relative to the antenna. Third, a planar design means that it may be positioned close to the ground surface while still maintaining mobility for rapid surveying.

A rotating antenna system has been found to give a significant reduction in levels of ground clutter and noise, when the received signals are suitably processed. Data are collected during each half or full rotation of the antenna as the trolley on which it is mounted is moved forward over the ground. Each set of data, after processing, is stored along with an indication of the position along the surveyed line to which it corresponds. The position is provided by a shaft encoder attached to one of the trolley wheels.

The radar system consists of two main parts. There is a mobile trolley (Figure 13.1) and a base station, which resides in the support vehicle shown in Figure 13.2. The two

![Figure 13.1  Radar head (courtesy British Gas)](image-url)
are connected by an umbilical cable to provide power and to transfer data. Primary power is supplied by a portable petrol generator of approximately 1 kW capacity. The trolley contains the impulse generator, which is connected through a rotating microwave joint to the transmitting antenna. Together with the receiving antenna, this is contained in a cylindrical drum rotated by a drive motor. The received signal is transferred to an amplifier and sampling receiver, which delivers data, digitised to 16 bits, to a real-time digital signal processor unit. Processed data are taken by the umbilical link to the base station for storage. The link also provides power to the antenna drive motor and to a voltage converter unit which supplies the electronic modules. Mechanically, the trolley chassis plate is mounted on a plastic suspension frame with leaf spring and wishbone damping supported by four plastic and rubber wheels. To one of these wheels is attached a shaft encoder linked to the processor unit by optical fibres. There is a GRP cover, in the top of which is fitted a back-lit LCD to provide essential information to the operator.

The base station is a custom-built computer unit using a versatile modular system of construction. It contains a hard disk for data storage, a 68020 microprocessor with a floating point co-processor, a framestore to drive the VDU and a tape streamer for archiving. Information may be input via a keyboard, but operation is otherwise controlled by a mouse or by a touch screen. The base station also contains ac to dc power converters for the whole system.

The radar emissions are in the frequency range 200 to 1000 MHz, at a mean power of 10 mW. The transmitter has been type-approved by the UK Department of Trade and Industry, and it is operated under a telemetry licence.
Maximum benefit is obtained from a survey of buried plant when the output is available in the form of a map. To that end, the area to be surveyed is scanned by moving the equipment over a grid with a rectangular boundary, with each stored data item being logged with the co-ordinates of the point where it was collected. By means of trigger signals from the encoder attached to one of the trolley wheels, data are collected every 0.1 m of linear travel as the trolley is propelled along a straight line, usually defined by a stretched cord near the ground surface.

The present umbilical cable allows lines up to 100 m in length to be surveyed. The spacing between adjacent lines of the grid is determined according to the circumstances of the work to be performed and is affected by any prior knowledge of the plant contained in the area under investigation. An extreme case is when the lines are set at 0.1-m spacing to give a square grid. It is often convenient to sub-divide large areas into a number of smaller ones for survey purposes.

Speed of survey is normally set at one linear metre per second, or an area rate (not allowing for turn-around time) of 6 m² per minute at the maximum data density; an increase in data quality can be achieved with a reduction to 0.5 ms⁻¹. The data can be stored in the base station at the same rate as they are collected and are available for viewing in a pseudo-colour representation once the survey of a grid has been completed.

At the beginning of a survey the operator enters at the base station a range of parameters, such as grid size and location, as well as notes relating to ground conditions and weather. During the data collection stage the base station performs the data storage with no operator intervention, but at the end of the survey the results are available for examination on a VDU in a range of formats, and some image processing techniques may be applied if necessary to aid interpretation. Data may be archived onto magnetic tape for attention at a later time if required. The data on tape, or a derivative of it, would be suitable as an input to the British Gas digital records system once the interface software has been developed.

It is usual to have two operators working a site, with the equipment transported in, and operated from, an estate car. Beside the operation of the radar equipment it is necessary to perform some basic land surveying to establish the grid position in relation to the site as a whole and to record this on a map or plan. A simple CAD package is used to generate such plans.

13.2.1.1 Presentation of results: After performing a grid survey, the data stored in the computer is in the form of a three-dimensional block. To examine this block, for indications of linear targets, it is possible to section it in either vertical or horizontal planes. The data contained within one plane are, normally, represented in pseudo-colour, that is, different colour, or shade of colour, and assigned to a data point depending upon the numerical value.

An example of a field trial result is shown in Figure 13.3. This is a horizontal section of a survey of part of a test site. At a depth corresponding to this section, there are visible five items of plant. Other items are apparent at other depths. All items of plant detected in the survey were later confirmed as those known to be present in the test area. The soil was light clay, covered with loam.
13.2.2 PipeHawk

Dr Richard Chignell

PipeHawk plc is a UK based company that focuses its commercial operations upon the use of its PipeHawk radar systems for the detection and mapping of underground utilities.

The PipeHawk product was initially developed by the EMRAD Company, which was founded by Dr Richard Chignell. EMRAD was awarded development funding from NYGAS, a consortium of New York Gas companies. The objective of the consortium was to improve the efficiency of their operations.

The first system developed by EMRAD was the PipeHawk I system, which incorporated a GPR system using crossed dipole antennas and an on-board data processing capability into rugged and purpose built housing for utility use. The production company for PipeHawk I considered that market penetration for the first generation system was slow, due to the purchase price of £38 000, and set about developing a second generation system to sell at £25 000. Following extensive development and significant re-engineering, the PipeHawk II (Figure 13.4) is now available and is specifically designed for utility applications. Following reorganisation of the company, EMRAD is now the Technology Division of PipeHawk plc (Chairman, Gordon Watt).

From its inception, the design of the PipeHawk system was targeted upon the nonspecialist radar operator, typically the foreman in a utility company or a backhoe operator. This required a distinct approach to GPR system design. Little reliance may
be placed upon the skill of the operator, and the system must be highly tolerant of variations in ground conditions. This leads to much sophistication, most of which is hidden.

For example, it is not considered to be acceptable that the operator should be required to change antennas. Casual operators may not have the experience to select a narrowband antenna and are also intolerant of the need to transport several antennas. The bandwidth of the PipeHawk antenna is specified to extend from 150 MHz to 1 GHz, which with a suitable pulse generator allows the highest frequency allowed by the lowpass filter characteristics of the ground to be used for target detection.

Two main antenna options are provided with PipeHawk: co-polar and cross-polar models. The polarisation properties of pipe like targets implies that the co-polar model achieve the deeper ground-penetration in more difficult soils while the cross-polar model provides greater resolution at shallower depths. The cross-polar antenna typically allows shallow extensive telecommunications networks to be resolved. Often operators prefer the co-polar option because if they can map the sewer at great depth they have confidence that all the other services generally at shallower depths have been found.

The PipeHawk antenna is used in contact with the ground and the sacrificial wear membrane protects the outer skin. The membrane has a life of a few weeks, for harsh environments such as the ballast of railbeds, to many months in paved streets. The antenna is mounted on a robust plastic cart with large-diameter wheels. An optical
shaft encoder is employed to automatically trigger the radar at regular measurement intervals, and also allows the radar to be repositioned over the target after detection. The unit is totally self-contained with no trailing cables. This allows the radar to be used in busy street environments, frequently without any need for the management of pedestrian traffic.

The PipeHawk User Interface consists of a large LCD colour display with seven soft keys, with one intuitive menu structure. Essentially two software options may be provided reflecting the different needs for detailed pipe mapping and mark out requirements. The latter may be most appropriate in a less dense pipe environment.

In the mark out mode the operator may make long scans. The data are displayed in a B-scan format. Signal pre-processing enhances the visibility of the hyperbolae generated from pipes, and the operator notes their position as detections. The operator may then reverse the radar to the pipe positions and mark their positions with environmentally friendly paint. By marking out a series of scans in this way the line of a pipe on the ground may be defined. Generally in mark out mode neither the position of the scans nor the radar data is retained; reliance is made upon the operator’s marks.

Much more extensive software is provided for the mapping mode. The method of operation is also different. The operator should establish a convenient base line for the area to be scanned. This is often a kerb line. A series of ideally seven (minimum three) parallel scans are then made over the area of interest. The separation of the scans is typically 0.5 m, so that seven scans cover a width of 3 m. The analysis of the scans also takes place in 3 m lengths so that the output data may be treated as 3 m square ‘tiles’ over the area of interest.

Normally the operator will collect all the data as rapidly as possible. They are stored on a large hard disc. The data may either be analysed in the street or returned to an office for processing. The full sequence of processing and map generation is normally completed on site in a support vehicle, to ensure all the data of the required integrity have been captured. Additional processing takes place in the office for quality assurance purposes.

The map processing takes a set of scans and individually processes them. The sequence of algorithms applied includes an adaptive migration process which, having calibrated the scan for dielectric constant, carries out a migration to focus the hyperbolae to a point-like target (a fuzzy bright spot). It also generates a depth scale.

This process is automatically carried out for every scan and the scans are then automatically combined to give C-scans. A widowing function allows, for example, a shallower telecommunications or lighting cable to be seen in a different depth slice than a sewer.

The system operates from a 24 V 9.5 Ah lead acid battery, which is mounted near the balance point between the wheels. Normally two batteries ensure a full day’s operation. Facilities are provided to download data from the machine by peer to peer PC transfer.

Further details of the PipeHawk II system may be found on the website at http://www.PipeHawk.com/home.htm.
13.3 Array based utility mapping

Witten Technologies

Cart Imaging System Computer assisted radar tomography, Witten Technologies Inc., 295 Huntington Ave, Boston, MA, USA. 02115 617 236 0019, www.Wittentech.com; Info@Wittentech.com

Four organisations have grouped together to develop an array based GPR survey system. These are Malå Geoscience, EPRI, GTI and Schlumberger. The system is quoted directly as being Gp/R,

‘which stands for Ground-Penetrating Imaging Radar. Gp/R is a standard term for GPR surveys (or systems) that combine efficient radar surveying with precise positioning control and advanced signal processing that allows the creation of high-resolution radar images of the subsurface on a large scale. By “large-scale” and “high-resolution”, we mean surveys covering thousands of square meters with a resolution of centimetres. Such images take on the quality of satellite radar images. In fact, in many ways, Gp/R has more in common with (a scaled-down version of) satellite radar or 3D seismic imaging than with standard GPR profiling.’


A hidden toll of the collapse of the World Trade Center on 11 September 2001 was extensive damage to the underground utility network that supports lower Manhattan. Sponsored by a grant from the Swedish government, a project using radar tomography to map below streets near ground zero has been under way since December 2001 to help with reconstruction of the network (Figure 13.5). In less than two months, a continuous 3D radar image down to a depth of about 6 feet was created beneath 320,000 square feet of lower Manhattan with the CART Imaging System*, a new type of ground-penetrating imaging radar that uses an array of antennas to dramatically increase the density and efficiency of underground coverage. Figure 13.6a shows horizontal slices through the radar image at depths of 24 and 42 in (610 and 1067 mm) below street level near the southwest corner of the Trade Center quadrangle (see Figure 13.5). Numerous underground features, including gas, electrical, sewer and water services, are clearly visible in these two high-resolution image slices, which cover roughly 10,000 square feet with a pixel size of about 3 in. (Slices are created at 1-in depth increments in the full image.) The images are being used to help locate underground facilities not clearly shown on maps, to provide ‘ground truth’ to design engineers planning new installations, and to reduce the number of test pits needed to validate designs. The project is being done in collaboration with City of New York Department of Design and Construction, ConEdison and the Urban Utility Center of Polytechnic University. NASA Jet Propulsion Laboratory (CalTech) is helping with analysis of the underground images.

* Mark of Witten Technologies, Inc. Radar components by Malå Geoscience AB.
Figure 13.5  Underground radar tomography at ground zero

Figure 13.6  Radar images of West Street and Liberty Street New York taken after September 11
13.4 Case histories

13.4.1 Drainage of a football pitch

Dr Jon Dittmer

A football club had been having problems with old drainage inspection chambers opening up during games – a situation which clearly had the potential to lead to severe injury to a player. A radar survey was carried out to determine whether any more inspection chambers or voids were present (Figure 13.7). No plans of the drainage existed so, in order to locate any likely targets, a full survey of the field was required. It became apparent that the easiest way to locate the chambers was to map the drains, the thinking being that the inspection chambers would occur at the junctions.

The economics of the survey meant that the whole area needed to be surveyed in a single day, and results produced in real time. This was achieved by surveying the field systematically, by traversing up and down the pitch on lines approximately 0.5 m apart. When a service or target was encountered, a flag was placed in the ground. All the data were recorded for further processing if that was required. After some 600 flags had been placed, obvious drain lines were marked with boundary tape, and most of the flags recovered for further use. During the day over 10 km of data were collected.

The archived data were re-examined at a later date. On this occasion, it was reviewed employing software that enables the data to be viewed in plan view rather than the traditional cross-sectional view. In this form, several features could be seen which could not possibly be appreciated in cross-section.

Figure 13.7 Survey in progress
The top few centimetres of the ground exhibit profound differences in moisture, primarily caused by varying levels of compaction. Figure 13.8 shows a plan view within the top 15 cm of the soil. Several things can be made out: the edge of the playing area, the edges of the penalty area or 18 yard box, and in the centre the area where players congregate.

Slicing deeper into the ground, the drainage pattern appears. The herring-bone pattern is due to the ash filled trenches forming one phase of the drainage pattern. This can be seen in Figure 13.9. Compare the pattern seen in Figure 13.9 with the photograph taken on the day of the survey, Figure 13.10.

13.4.2 Services on a proposed building site

Dr Jon Dittmer

Often, the owners of a large campus wish to redevelop or build on a new site within the campus. However, it is not unusual for services and utilities to have been installed beneath the areas to be developed. Surveys are carried out as a matter of routine to locate and map these services, so that they can be avoided or rerouted.

One such survey was conducted on a campus in southwest England. The owners of the site wished to build a new office block on a previously un-built-on grassed area. The flatness of the site and lack of buildings meant that a very detailed survey could be performed. Measurements were taken at profile lines spaced 0.5 m apart. The soil was chalky and extremely good for radar. Figure 13.11 shows the quality of the GPR data collected.
Figure 13.9  Plan view layer showing drainage pattern

Figure 13.10  Photograph showing the marked-out drainage pattern
Figure 13.11  Building site survey
Figure 13.12  Integrated C-scan of site

Figure 13.12 shows a radar plan view of the site. In this case, the plot shows the average energy in all of the individual A-scans. This is therefore not a time/depth slice but a total view of the data. As can be seen, the resolution is reduced. In practice, when interpreting such data, each time slice is viewed. Figure 13.13 shows a montage of several time slices for this site.

The quality of these data is such that the utilities can be clearly seen and traced directly to a drawing.

13.4.3  GPR surveying in central London

Dr Jon Dittmer

An example of the complexity of GPR data interpretation is taken from a B-scan acquired in London. The photograph (Figure 13.14) shows work near St Paul’s Cathedral, and the data in Figures 13.15 and 13.16 are from the district of St Pancras. There are many hyperbolic features in the image, and it would be wrong to conclude that they are all utility services. The only way to determine the identity of the hyperbolic features is to produce a C-scan of the area and then plot the extent of possible candidate utility services.

13.5  Surveying a car park

Dr Jon Dittmer

During a survey of a car park, it was noticed that the parking space demarcation lines were clearly visible in a plan view. In addition, there were some other markings
Figure 13.13  Radar sections
Figure 13.14  Surveying central London

Figure 13.15  Radar survey in central London (St Pancras)
Figure 13.16  Radar survey in London (St Pancras) with hyperbolic peaks marked

Figure 13.17  Radar survey of car park
present in the data which did not agree with what was visible on the ground. Careful comparison between the data and the visible markings revealed that the two did not match, and the writing painted on the asphalt surface also did not correlate with the data. Elsewhere in the car park, where the surface was composed of reinforced concrete, the markings were actually thin metallic tape, coloured yellow. These markings gave a clear radar response. It transpired that the radar was detecting old markings beneath the asphalt.

The survey team was intrigued, and wanted to know what the other markings were and, if they were a written sign, could they be read. Using a higher frequency antenna, and with a very fine survey grid, the team surveyed the area local to the markings. The results are displayed in Figure 13.17.

### 13.6 Internal inspection of pipes

*David J. Daniels*

Much of Britain’s 475,000 km network of sewers and water mains is continuously assessed for structural integrity. Many of the sewers in major cities are over 150 years old, dating back to the start of the industrial revolution. The replaceable assets of the water system were worth, at the beginning of the 1980s, over £50 billion (80% of which is accounted for by the underground sewers and water mains). Sewer collapses can cause dangerous subsidence of road surfaces and sometimes nearby buildings. One of the problems faced by the water authorities is a lack of detailed knowledge of what there is underground. Teams trying to stabilise collapsed sewers often find uncharted ones underneath. However, the extensive use of television cameras and a radar to detect voids underground is helping to make the unpleasant task of surveying much easier. The proper condition of sewers and pipelines is vital to ensure that dirty water is transported without pipeline leaks causing contamination and possible health hazards. It is generally difficult to establish the condition of the material surrounding the pipe wall. Radar systems can be used from inside the pipe to assess the state of the surrounding ground. The pipe should, of course, be constructed from nonmetallic material.

ERA Technology has been involved in the development of a purpose-designed radar system to work from inside the sewer to produce a radar image of the material adjacent to the sewer wall. The radar antenna consists of four quadrants which enable four sectors of the sewer to be surveyed. The antenna has a diameter of 180 mm and is designed for use in sewer pipes of an internal diameter of 200 mm. Several trials have been carried out with the antenna, and results show that small voids of 50-mm diameter can just be detected. A photograph of the radar antenna is shown in Figure 13.18 and a typical test result in Figure 13.19. Within the test rig and effectively on top of the 200-mm-diameter pipe under test are a number of artificial voids. Their reflections can also be seen in the radar image. The radar reflection from the 150-mm-diameter pipe, which crosses the pipe under test, can be seen on the right-hand side and then the reflections from the 200-mm and 100-mm voids can be seen adjacent to the pipe under test. Also to be seen is the reflection from the interface between the
The very first system specifically developed for pipe detection was the Terrascan system designed by Microwaves Associates and Ohio State University in the 1970s. The system showed some promise and the, then British Gas (now Transco), started...
a development programme to build a plastic pipe locator with a target 90/90 performance. This is reported in Gunton and Scott [13].

13.7 Summary

The detection of buried utilities has been a standard application of GPR for several decades. However, the performance of GPR is limited by the physics of propagation and in many countries there are significantly large regions where the attenuation of the ground limits the application. Unlike the simpler low radio frequency pipe detection technology, GPR is more expensive and requires, at least for single channel systems, a systematic search pattern. This makes the cost per unit area more expensive. One way of looking at the predicted performance could be on a statistical basis with an estimate of the probability of detection per percentage of the country. This might suggest that in a country with significant regions of clay then 60% of buried utilities could be expected to be detected in 60% of the country in question. The economic case for both investment and survey can then be more accurately considered. As many GPR systems use only a single polarisation, then survey in orthogonal directions is necessary to ensure that all utilities are detected. Multi-element systems are being successfully used in those places where access is possible. However, in the city streets of many European countries the pedestrian walkways, parked cars and street furniture severely limit access.

The use of GPR is one method among a number that can be used for utility detection, and the prospective user should take much of the marketing of GPR with a pinch of salt. The type of ground should be established before survey operations, with the aim of estimating the achievable performance from the outset.

13.8 References


Chapter 14
Remote sensing

14.1 Introduction

This Chapter describes some of the work that has been carried out on radar systems for remote sensing below the surface of the earth and the planets. Radar systems can be mounted on aircraft or on satellites. The types of radar used are radically different from typical GPR systems, and the aim of this Chapter is to provide an insight into the remarkable results and sophistication of radar systems. Most of the work is based on synthetic aperture radar (SAR) processing and there is a wealth of material available on this topic.

Sub-surface imaging by radar from satellites is possible where the topographic cover is radar smooth and the material penetrated is fine grained, no more than a few metres thick and very dry. Where the thickness of the cover is less than the skin depth, the return signal can be significantly increased because of refraction of the electromagnetic wave, and reduction of backscatter due to oblique incidence. Kadaba [1] has reported data on the penetration of 0.1–1.5 GHz radiation into the earth’s surface for remote-sensing applications. Elachi et al. [2] (Jet Propulsion Laboratory, USA) demonstrated that the satellite radar SIR-A (shuttle-imaging radar) could detect dry river beds beneath the Sahara Desert. This ability is due to the hyper-arid conditions existing in desert regions where the skin depth of the sand can be 5 m or more. Blom et al. [3] (USA) describe the detection of igneous dykes beneath the Mojave Desert. The Seasat satellite L-band radar provided the basic data to generate the image. The dykes are buried under 1–2 m of alluvial cover. Recently, a range of other reports has appeared of SIR-B results of features covered by desert sand. The Apollo 17 Lunar Sounder experiment was described in detail by Brown [4] before the launch. Both amplitude and phase characteristics of the echo were to be measured so as to extract maximum information from the measurements. Surface-clutter-reduction techniques were to be used. Porcello et al. [5] detailed the results of the mission, and showed that the Apollo 17 experiment could provide profile information on sub-surface geological structures. This is possible on the moon
because of the very low attenuation of electromagnetic radiation found in lunar rocks. Using a synthetic-aperture radar operating at 5, 15 and 150 MHz they photographed the radar data in conventional SAR form and returned them to earth for processing. The 150 MHz VHF system was used for imaging the Mare Crisium. The same area was investigated by Maxwell and Phillips [6] (USA), who detected interfaces at depths of 1400 m and 1000 m in the central region. These results were achieved using a 5 MHz radar.

14.2 Airborne SAR systems for earth sensing

The first application of airborne ground penetrating radar was by the development of ice profiling radars by the Scott Polar Research Institute of Cambridge (UK), the Technical University of Denmark, and Cambridge Consultants (UK), as well as other workers in the Arctic and Antarctic. Their main objective was in the profiling of ice layers at depths of greater than 1000 m.

The realisation that improved resolution and image quality could be gained by the use of ultrawideband (UWB) radars provided an impetus to the development of such systems. Radar systems operating from airborne platforms were developed in the 1970s and were assessed experimentally. SRI International operated a commercial service over a period of 7 years in Borneo. Areas of central Kalimantan were mapped through tropical forest using a UWB radar profiler operating from 200 to 400 MHz. Interestingly, the radar penetrated the forest cover and the soil below.

In 1989, SRI International constructed a VHF SAR for the purpose of looking through foliage and imaging man-made objects such as roads and buildings. Other organisations also developed airborne VHF SAR radars using a variety of modulation techniques such as stepped FM, FMCW and impulse. FOA in Sweden developed the Carabas radar, and SRI (US) and ERIM (US) developed foliage-penetrating radars. The Norwegian University of Science and Technology (NTNU) is developing a totally flexible radar, complex waveforms derived from an arbitrary function generator. In the UK the airship based REMIDS system was a precursor for the UWB SAR impulse system developed for the MINESEEKER foundation.

Impulse radar systems have limitations due to field breakdown in the antenna and feed components. Very short duration impulses become progressively more difficult to handle and an operational altitude of 2000 m with a 2 km swath width is the highest performance that has been achieved with impulse technology at the time of writing. In general, over that height it has been found better to use higher average powers which make system design easier and technology more amenable.

As with most GPR systems, the depth of burial, size of target and soil conditions radically affect the probability of detection. It has been shown that it is feasible to detect AT mines in dry soil conditions using radar systems that operate over the frequency range 0.2–1 GHz. An example of a radar SAR image (courtesy of Dr R. Vickers and SRI) is shown in Figure 14.1. This was taken from an altitude of 400 m above the Yuma desert. The radar operated at a depression angle of 45 degrees and achieved a nominal resolution of 80 cm. It was capable of detecting metal AT mines of 300-mm diameter buried at a depth of 150–300 mm in a soil of conductivity 8–10 mS m⁻¹. Further details can be obtained from SRI USA.
Pipelines, which are buried deeper but which are long, extended targets, can be imaged with much lower frequencies. The CARABAS radar has reported detection of underground pipelines many kilometres in length with its sub-100 MHz radar. Foliage penetration has been proven extensively in the 200–400 MHz band, with better than 1 m resolution, but with a much higher clutter level than the CARABAS radar, for example, operating at lower frequencies and a 3–4 m resolution. A typical example of SAR images of buried pipes in desert conditions is shown in Figure 14.2. The light regions are waterways while the dark linear features are pipes.

14.3 Satellite based systems for earth sensing

Dr Gerald Schaber
United States Department of Interior, USA

The first NASA Shuttle Imaging Radar (SIR-A and SIR-B) images acquired over Egypt and Sudan demonstrated the capability of space-borne 240-mm-wavelength
(L-band), synthetic-aperture radar (SAR) signals to return geological information from depths of 1–2 m within the loose sand cover and the semi-consolidated alluvium typical of this desert surface [7, 8]; see Figure 14.3. Images produced by the return of SIR signals from beneath the surficial sediment reveal patterns of previously unknown, fully aggraded, stream valleys and erosional surfaces that are at present mantled by a thin sand cover [9, 10]. The importance of this discovery lies in: (i) its application to new interpretations of the Cenozoic geology of the northeastern Sahara; and (ii) recognition of the possible use of these fluvial pathways during the late Quaternary by Stone Age people. These questions have been explored by geologists from the US Geological Survey in collaboration with geologists, geomorphologists and archaeologists from the USA and Egypt [11–19]. The desert in south-western Egypt and north-eastern Sudan, about the size of the US state of Arizona, is uninhabited
and was poorly known until about 20 years ago. It was considered unusual because it lacks surface drainage features; instead it has an almost ubiquitous and complex Quaternary eolian veneer. The scattered, extensively wind eroded, decametre-scale outcrops do not display clear fluvial patterns either on the ground or on conventional visible or near infra-red wavelength images such as Landsat and SPOT.

The radar sensor’s portrayal of the buried river valleys and their surrounding relict fluvial topography came about because the surface sand in this part of the Sahara is underlain by both a regional duricrust of secondary calcium carbonate (caliche or calcrite) deposited in the sediments of alluvial valleys during periods wetter than the present [7] and by bedrock terraces that mark the shores of the old alluvial valleys [13]. The deflated, hard caliche substrate now remains as a regional carapace that mimics and preserves the patterns of successive geomorphic surfaces and associated stream courses that episodically occupied the buried valleys between early Tertiary and middle Holocene times [13]. The probing Shuttle Imaging Radar sensor revealed these features through the thin, sand-sheet cover. Sub-surface imaging of natural terrains using long-wavelength SAR from space-borne (and air-borne) platforms has been demonstrated only where the topographic surface is radar smooth (dark on the radar image) and where the shallow sub-surface contains a dielectric interface or disseminated dielectric inhomogeneities that are ‘radar-rough’ (bright on the radar image). For successful radar imaging of the shallow sub-surface, the penetrated material must be fine grained, no more than a few metres thick and extremely dry. The single most important factor in the SIR portrayal of sub-surface geology in the north-eastern Sahara is a change in loss tangent (tan δ, which reflects a change in the imaginary part of the permittivity) due to scattering in dry and clay-free alluvial materials underlying a thin and equally dry sand sheet [7]. Similar radar penetration from space altitudes has been demonstrated in the Badan-Jaran Desert of China [11, 20], in Saudi Arabia [21] and in the Mojave Desert of California [3, 22].

Long-wavelength SAR sub-surface mapping using multi-frequency airborne SAR sensors had been demonstrated in the deserts of California [23, 24], and later in the deserts of south-western and north-central Arizona [25]. Schaber et al. [7] found from field studies in southern Egypt (including the study of 150 hand-dug pits and 82 backhoe trenches) that the maximum ‘radar-imaging depth’ (RID) for 24 cm-wavelength (L-band) SIR signals to a buried dielectric interface in the sandy alluvium typical of the hyper-arid Western Desert of Egypt could be expressed as

$$\text{RID} = 0.25(1/a)$$

where 1/\(a\) is the electrical skin depth or attenuation length. The field attenuation coefficient (a) for low-loss media (1 \(\gg\) tan δ) is \(a = 1/2 \tan \delta\), and k is the wavenumber [26].

Schaber et al. [7] further found that dense, dry caliche nodules disseminated in the upper part of the sandy alluvium in the Western Desert of Egypt result in strong volume scattering. Such scattering enables discrimination on the SAR images between the radar-bright regions between small fluvial channels and the channels that are radar-dark due to mirror-like reflection from the flat, gravel-rich surfaces below a very thin sand mantle.
Using SIR-A results in the Sahara reported by McCauley et al. [9], Elachi et al. [2] showed, theoretically, that the presence of a thin low-loss (dry) sand layer as thick as two-thirds of the attenuation length (or skin depth) will in effect enhance the radar’s capability to image the sub-surface interface with HH polarisation. A similar sand layer as thick as one-quarter of the attenuation length will enhance the radar’s capability to image the sub-surface interface with VV polarisation. For an attenuation length of 6 m, Elachi et al. [2] found that this favourable effect will occur for sand layers up to 4-m thick for HH and up to 1.5-m thick for VV. They also showed that, even though the absolute backscatter cross-section decreases as a function of incidence angle ($\theta$), the presence of a dry sand layer and the resulting refraction effect can enhance the capability to image the sub-surface, particularly at large incidence angles (about 50° or greater).

The radar images obtained from the Eastern Sahara during SIR-A and SIR-B, though few, indicate that this remote sensor can be applied to regional exploration for shallow ground water associated with sand-buried paleovalley systems [13, 14]. Radar can also be used to map the distribution of certain types of duricrusts, such as calcrete, ferricrete and gypcrete, which are diagnostic of various paleoclimatic conditions. The radar data can be used synergistically with information from other types of remote sensing (such as spectral data from Landsat or SPOT multispectral images) to provide simultaneous information on both the surface and sub-surface of desert regions [27].

As part of NASA’s third Shuttle Imaging Radar Mission (SIR-C/X-SAR) (two launches in 1994), acquisition of additional SAR image data over the Sahara, the Arabian Peninsula and other major deserts, was planned; this will help reconstruct the scope and trends of major paleodrainage systems. Another objective will be to evaluate further the optimal sensor and geologic parameters conducive to sub-surface mapping and delineation of duricrusts in desert terrains, which are expected to provide evidence for regional changes in paleoclimate. The SIR-C/X-SAR platform includes an X-band (3-cm-wavelength) SAR (VV polarisation) developed by the German Space Agency and the Italian Space Agency and fully polarimetric (HH-HV, VV-VH) C- (6 cm) and L-band (23 cm) SARs developed by NASA’s Jet Propulsion Laboratory (Pasadena, California), and the description of all of the radar images is provided courtesy of NASA/JPL/Caltech and their website. Figure 14.4 shows an optical image and an equivalent L-band radar image of the Saf-Saf Oasis in Egypt. These images show two views of a region of south-central Egypt, each taken by a different type of space-borne sensor. On the left is an optical image from the Landsat Thematic Mapper, and on the right is a radar image from the space-borne Imaging Radar-C/X-band Synthetic Aperture Radar (SIR-C/X-SAR). This comparison shows that the visible and infra-red wavelengths of Landsat are only sensitive to the materials on the surface, while the radar wavelengths of SIR-C/X-SAR can penetrate the thin sand cover in this arid region to reveal details hidden below the surface. Field studies in this area indicate that the L-band radar can penetrate as much as 2 m (6.5 ft) of very dry sand to image buried rock structures. Ancient drainage channels, shown at the bottom of this image, are filled with sand more than 2 m (6.5 ft) thick and therefore appear dark because the radar waves cannot penetrate them. Only the most recently active channels are
visible in the Landsat scene. Some geological structures at the surface are visible in both images. However, many buried features, such as rock fractures and the blue circular granite bodies in the upper centre of the image on the right, are visible only to the radar. The following description requires that the colour images on the CD are viewed. The Saf-Saf Oasis is located near the bright yellow feature in the lower left centre of the Landsat image. Scientists are using the penetrating capabilities of radar imaging in desert areas to study structural geology, mineral exploration, ancient climates, water resources and archaeology. Each image is 30.8 km by 25.6 km (19.1 miles by 15.9 miles) and is centred at 22.7 degrees north latitude, 29.3 degrees east longitude. North is toward the upper right. In the Landsat image, the colours are assigned as follows: red is band 7 (mid-infrared); green is band 4 (near infra-red); and blue is band 1 (visible blue light). The colours assigned to the radar frequencies and polarisations are as follows: red is L-band, horizontally transmitted and received; green is C-band, horizontally transmitted and received; and blue is X-band, vertically transmitted and received. The radar image was acquired by the space borne imaging radar-C/X-band synthetic aperture radar (SIR-C/X-SAR) on 16 April 1994, on board the space shuttle Endeavour. SIR-C/X-SAR, a joint mission of the German, Italian and United States space agencies, is part of NASA’s Earth Science Enterprise. The Landsat Program is managed jointly by NASA, the National Oceanic and Atmospheric Administration and the United States Geological Survey. The hidden and dried up rivers can be clearly seen in the lower part of the image produced by the L-band SAR radar.

The ability of a sophisticated radar instrument to image large regions of the world from space, using different frequencies that can penetrate dry sand cover, produced
the discovery in this image: a previously unknown branch of an ancient river, buried under thousands of years of windblown sand in a region of the Sahara Desert in North Africa. This area is near the Kufra Oasis in southeast Libya, centred at 23.3 degrees north latitude, 22.9 degrees east longitude, and is shown in Figure 14.5. The

Figure 14.5  SIR-C L- and C-band SAR image of Wadi Kufra Libya (courtesy NASA/JPL/Caltech)
image was acquired by the space-borne imaging radar-C/X-band synthetic aperture (SIR-C/X-SAR) imaging radar when it flew aboard the space shuttle Endeavour on its 60th orbit on 4 October 1994. This SIR-C image reveals a system of old, now inactive, stream valleys, called ‘paleodrainage systems’, which, during periods of wetter climate, carried running water northward across the Sahara. The region is now hyper-arid, receiving only a few millimetres of rainfall per year, and the valleys are now dry ‘wadis’, or channels, mostly buried by wind-blown sand. Prior to the SIR-C mission, the west branch of this paleodrainage system, known as the Wadi Kufra (the dark channel along the left side of the image), was recognised and much of its course outlined. The broader east branch of Wadi Kufra, running from the upper centre to the right edge of the image, was, however, unknown until the SIR-C imaging radar instrument was able to delineate its dimensions: at least 5 km wide and nearly 100 km long (3 miles by 62 miles). The two branches of Wadi Kufra converge at the Kufra Oasis, the cluster of circular fields at the top of the image. The farms at Kufra depend on irrigation water from the Nubian Aquifer System. The paleodrainage pattern unveiled by SIR-C suggests that the location of productive wells at the confluence of the old river valleys is no accident. Quite likely, the water supply for the Kufra Oasis has been recharged by episodic runoff and by groundwater that moved northward in the alluvial fill of the old stream channels. Rainfall was more abundant in this region during parts of the late Quaternary when Stone Age (Paleolithic and later Neolithic) people left their implements along the riverbanks. The SIR-C image, which clearly shows river channels cut into the surrounding bedrock, provides a ‘road map’ for geoarchaeologists to locate artefacts and to better interpret the history of early people and climatic conditions in this region. The area shown is approximately 120 km by 78 km (74 miles by 48 miles). North is toward the upper left. The colours in this image were obtained using the following radar channels: red represents the L-band (horizontally transmitted and received); green represents the average of the C- and L-band (horizontally transmitted and received); blue represents the C-band (horizontally transmitted and received). Please view the colour images on the CD supplied.

14.4 Planetary exploration

14.4.1 Mars 96 mission

Prof. Tor Hagfors
Max Planck Institut fur Aeronomie, Germany

The Max Planck Institut fur Aeronomie (Prof. Hagfors and Dr Nielsen) contributed to the Russian Mars 96 mission which was due to start in the late autumn of 1996. This was intended to make extensive measurements of particles, composition and fields in the atmosphere of Mars and to make maps of the surface of Mars from a satellite in orbit round the planet. The instrumentation includes a long-wavelength radar designed as a topside ionosonde to explore the upper ionosphere of the planet, a region which has previously only been investigated in occultation experiments and in brief periods during the descent of Mars probes. This topside sounder is a
swept-frequency radar which operates between 170 kHz and 5 MHz. During night time on Mars the maximum ionospheric plasma frequency falls well below 1 MHz, and a wide frequency window opens in which the observed echoes are from the Martian surface rather than from the ionospheric plasma.

The use of this window to explore the surface offers exciting new possibilities for the study of Mars. Except for the polar caps, the surface has the appearance of a dry desert. The observation of ancient riverbeds and areas which must have been flooded, however, suggests that the surface of Mars cannot always have been so. Indeed, water must have flowed in abundance at some time in the past to create the fluvial features. This water cannot all have escaped from the surface, and current opinion holds that much of the water has been captured and is held under the surface in the form of ice, and that the depth of this ice is a function of Martian latitude. There is also observational evidence, based on the shape of some of the surface features of Mars, that ice must exist under the surface. Estimates of the depth of this ice or icy layers range from a few tens to a few hundreds of metres. This layered structure of the surface must lead to quite characteristic variation of the reflection coefficient with frequency. The simplest model of such a frequency variation is provided by a dielectric medium of thickness $L$ and relative permittivity $\varepsilon_1$ resting on top of a semi-infinite region with relative permittivity $\varepsilon_2$.

In this case the power reflection coefficient of the surface at normal incidence takes the form

$$R^2 = \frac{R_1^2 + R_2^2 e^{-2\tau} + 2R_1R_2 e^{-\tau} \cos \theta}{1 + R_1^2 R_2^2 e^{-2\tau} + 2R_1R_2 e^{-\tau} \cos \theta}$$

(14.1)

where

$$\theta = \frac{4\pi f}{c} \left(\sqrt{\varepsilon_1}\right) L$$

(14.2)

$$R^2 = \frac{2\pi f}{c} \left(\sqrt{\varepsilon_1}\right) L \tan \Delta_1 = \frac{\theta}{2} \tan \Delta_1$$

(14.3)

where $\theta$ is the phase path through the upper layer and back and where $\Delta_1$ is the ratio of the imaginary and real parts of the relative permittivity. The reflection coefficients are defined as for semi-infinite half-space as:

$$R_1 = \frac{\left(\sqrt{\varepsilon_1}\right) - 1}{\left(\sqrt{\varepsilon_1}\right) + 1}$$

(14.4)

$$R_2 = \frac{\sqrt{\varepsilon_2 / \varepsilon_1} - 1}{\sqrt{\varepsilon_2 / \varepsilon_1} + 1}$$

(14.5)

In the absence of absorption in the upper dielectric, the reflection coefficient will oscillate with frequency between the two values with the thickness determining the
Table 14.1  Mars 96LWR experiment parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>0.17–4.93 MHz</td>
<td></td>
</tr>
<tr>
<td>Transmitter bandwidth in frequency band 1: 0.18–2.1 MHz</td>
<td>2660 Hz</td>
<td></td>
</tr>
<tr>
<td>Transmitter bandwidth in frequency band 2: 1.9–5.0 MHz</td>
<td>665 Hz</td>
<td></td>
</tr>
<tr>
<td>Number of discrete frequencies</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>Range of linear frequency modulation</td>
<td>15 kHz</td>
<td></td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>300–900 Hz</td>
<td></td>
</tr>
<tr>
<td>Time of measurements at each frequency</td>
<td>270 or 1080 s</td>
<td></td>
</tr>
<tr>
<td>Dipole antenna length</td>
<td>2 × 20 m</td>
<td></td>
</tr>
<tr>
<td>Peak voltage at antenna input</td>
<td>1.2 kV</td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>100 W</td>
<td></td>
</tr>
<tr>
<td>Total mass</td>
<td>35 kg</td>
<td></td>
</tr>
</tbody>
</table>

period of the oscillation in the frequency domain:

\[
\frac{\text{Max}}{\text{Min}} = \frac{(R_1 \pm R_2)^2}{(1 \pm R_1 R_2)^2}
\]  \hspace{1cm} (14.6)

It is, of course, unlikely that the real situation will be as simple as this model. There may be a gradual transition in the relative permittivity with depth, the thickness of the layer may change in a random fashion with position on the surface and there may be substantial attenuation in the surface layer. The purely oscillating behaviour of the reflectivity will then probably be replaced by a gradual and nonoscillating behaviour of the reflection coefficient. Even so, the form of the transition will identify the thickness of the layer and the dielectric properties of the surface material, and may serve to confirm the presence of a buried ice layer on Mars.

The properties of the orbit and the radar system carried in the Mars 96 satellite are listed in Table 14.1. The radar system will feed into a dipole antenna consisting of two 20 m retractable booms. The radar equipment is integrated into the spacecraft which is shown in Figure 14.6. The spacecraft was scheduled to be launched in Autumn 1996 and to be injected into orbit the next year.

14.4.2 Mars 96 project

Florence Nicollin
University of Rennes, France
This work was supported by CNES (MARS 96 balloon project and Radar Research and Technology Program).

14.4.2.1 Introduction: One of the instruments of the Mars 96 balloon mission is a ground penetrating radar system, which is planned to be integrated inside the guide rope (ballast of the balloon made of a series of 18 metallic cylinders), with the
scientific goals of measuring the thickness of the Martian permafrost and sub-surface layers and of determining their electromagnetic characteristics [28]. The sub-surface depth-penetration capability of this radar must be of the order of 1 km with a resolution of about 10 m. The CNRS (Service d’Aeronomie and CEPHAG at Verrières le Pouisson and Grenoble) and the Riga Aviation University (Latvia) have built an impulse-radar system including a variable-gain receiver and repetitive-trace coherent integration. Preliminary experiments were carried out on glaciers and on sand dunes to test the equipment and to obtain representative experimental GPR profiles. Then, numerical simulations were made to estimate the performance of the prototype system from specific Martian sub-surface models.

14.4.2.2 Technical solutions: Most of the design of the Mars 96 balloon mission GPR is constrained by the mechanical shape of the guide rope, the allocated mass, the working and storage temperatures, and the limited power available. In these limits, and according to the deep penetration objective, the CNRS and the University of Riga have built an impulse-excitation radar working in the 10 MHz frequency range [29]. The guide rope modules house the radar electronics and the power supply (Figure 14.7). A 12-m-long flexible dipole consisting of the guide rope as one arm and a thick metallic cable as the other arm forms the antenna. The simple transmitting system consists of short pulse excitation of the dipole resistively loaded in its centre. The antenna, which can be modelled as a leaky open-ended line [30], radiates a transient HF field for about 100 ns. Experimental tests show a centre frequency of
approximately 12 MHz and a usable bandwidth of 6 MHz, corresponding to a depth resolution of about 12 m in permafrost. At the end of the transmitted pulse, the antenna is connected to the protected receiver which recovers its nominal linear regime after about 250 ns from the beginning of the pulse, corresponding to a blind depth of 20 m in permafrost. The direct 'flash' digital conversion of the complete received signal is made, so that every shot produces a full trace. Thus, it is possible to perform in real time the coherent integration of 256 successive traces to give a 24 dB improvement in signal-to-noise ratio. In the receiver, a time varying gain corrects the geometrical spreading loss, rising from 15 to 60 dB in 3 μs. Practical limitations in the data flow back to Earth drastically limit the amount of data. At the beginning of each night of the ten-day Mars 96 mission, four 40-traces profiles will be performed, separated by some 5 km. The profile length will be of the order of 400 m with a spacing of about 10 m between sounding points.

14.4.2.3 Experimental results: Numerous profiles have been collected on the Pyla dune (south of the Arcachon basin in France), on the Mont-de-Lans glacier (French Alps) and in Antarctica [31, 32]. The data are processed to remove coherent system ringing and by inverse filtering to improve the resolution and enhance the reflected echoes. On profiles recorded on the Pyla dune (a long dune up to 117-m thick consisting of homogeneous sand overlaying the water table), the echo from the bottom of the dune is clearly visible. Profiles recorded on cold parts (ice below 0°C) of the Mont-de-Lans glacier clearly show the echo from the ice–bedrock interface at a depth in the range 50–100 m.

Figure 14.8 shows the radar image. This echo consists of a mixture of reflected (specular reflection) and backscattered (diffuse reflection) waves from an interface which may be considered as a rough surface with respect to the wavelength. Similar results are obtained from profiles recorded in Antarctica, showing the ice-bedrock interface at depth down to 900 m over distances of some 30 km. Profiles record temperate parts (ice at 0°C) of the Mont-de-Lans glacier exhibiting widely scattered energy decreasing with depth. This has been explained because the scattering effect in
the temperate glacier can be modelled as a layer of ice containing inclusions of liquid. Numerical simulations, using a first-order multiple-scattering approximation and the Rayleigh-scattering model, show that, when the reflection at the basal interface is lost in the scattered power, the received power decreases as a function of depth in the same way as the energy decreases in the experimental data. With these results, it is possible to estimate the depth of the ice–bedrock interface given electromagnetic characteristics of the temperate glacier.

14.4.2.4 Martian modelling: Geological models of the Martian sub-surface show a thick regolith (blanket of debris resulting from impact processes), which could be interbedded volcanic flows or sedimentary deposits, and which contains a significant quantity of water as ground ice making a permafrost [33, 34]. From two models of the planned sites of the Mars 96 mission, several electromagnetic models were built in order to perform numerical simulations. The regolith is represented by a homogeneous porous medium containing a uniform distribution of spherical blocks of basalt. The porous medium is basaltic sands, mixed with Mars atmosphere in the upper dry layer, with ice in the permafrost and with liquid water below the permafrost. Values of the physical parameters are derived from the Viking observations. With a first-order multiple-scattering approximation, we calculated the received power, consisting of scattered power in the inhomogeneous medium and power reflected at the different interfaces. These simulations show that, even if the block size is very much smaller than the wavelength (50 times smaller), it is not possible to neglect scattering effects of inclusions in these absorbing media. Nevertheless, if the medium has a tenuous content of heterogeneities (poor blocky regolith) or if it consists of sedimentary deposits, the ground penetrating radar has the capability to detect the bottom of the permafrost at depths.
14.5 Radar for measuring interplanetary bodies
Prof. Giovanni Picardi

14.5.1 Introduction

The primary scientific objectives that can be accomplished with a radar devoted to the study of any celestial body, such as Mars shown in Figure 14.9, are the surface characterisation, the sub-surface geological probing, and the mapping of the distribution of water, both liquid and solid, in the upper portions of the crust. Detection of such reservoirs of water will address key issues in the hydrological, geological, climatic, and possible biological evolution.

The sub-surface geological probing is another scientific objective that can be accomplished with a radar devoted to the study of frozen surfaces. Sub-surface geological probing consists of characterising and mapping geological units and structures in the third dimension. Detection of sub-surface geological boundaries allows: determination of the thickness and properties of sedimentary units such as outflow
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The sub-surface geological probing is another scientific objective that can be accomplished with a radar devoted to the study of frozen surfaces. Sub-surface geological probing consists of characterising and mapping geological units and structures in the third dimension. Detection of sub-surface geological boundaries allows: determination of the thickness and properties of sedimentary units such as outflow
channel deposits and possible lacustrine materials; mapping of the thickness of polar layered deposits and measurements of their physical properties that are likely to record climate variations; an inventory of mobile materials such as dust and sand deposits; study of volcanic stratigraphy to understand eruptive processes and crustal evolution; and mapping of sub-surface geological structures (e.g. folds and faults) to understand tectonics.

To design the radar sounder, preliminary models of the electrical properties of the layers and interfaces are required. The modelling should result in estimates of thickness of layers, depth to interfaces, dielectric properties of the materials and an interpretation of the properties of the materials including composition. Detection of a crustal interface between layers of differing material requires that a set of conditions be met. The most critical conditions are that the interface represents a contrast in the real dielectric constant, the attenuation of the signal is small during its round-trip from the instrument and through the crust, and the competing signals, primarily from the surface ‘clutter’, do not mask the sub-surface echo when the sub-surface sounding is the objective.

Two main crustal models can be considered: crust heterogeneous in composition, with interbedded layers, sedimentary rocks, with porosity, holes and fractures saturated with ice; and surface covered with an icy shell.

The first one, for example, is the model that is used to represent the Martian Crust. The latter is applicable to Europa (Titan satellite). Concerning the surface, it is necessary to characterise the geometric structure in terms of a large-scale morphology, on which a small-scale geometric structure, due to rocks, is superimposed. Recently the structure of the planet’s surface was described by means of fractals. The design approach of the Mars Advanced Radar for Subsurface and Ionosphere Sounding (MARSIS), which is supported by Italy Space Agency (ASI) and by NASA, and planned for the Mars Express Mission, will be described in relation to the available Mars models. MARSIS is devoted to the study of the Martian upper portions of the crust, for surface characterisation, sub-surface geological probing and mapping of the distribution of water, both liquid and solid. The MARSIS instrument is pioneering planetary radar sounding and is influencing the design and development of the SHARAD (a new mission on Mars, planned for 2005) and of Europa Orbiter Radar Sounder EORS.

The MARSIS instrument is a low-frequency nadir-looking pulse limited radar sounder and altimeter with ground-penetration capabilities, which uses synthetic aperture techniques and a secondary receiving antenna to isolate sub-surface reflections. MARSIS can be effectively operated at any altitude lower than 800 km. In standard operative mode the instrument will be able to transmit any of the following bands: 1.3–2.3 MHz (centred at 1.8 MHz), 2.5–3.5 MHz (centred at 3 MHz), 3.5–4.5 MHz (centred at 4 MHz) and 4.5–5.5 MHz (centred at 5 MHz).

A 1 MHz bandwidth allows a vertical resolution of 150 m in vacuum, which corresponds to 50–100 m in the sub-surface, depending on the EM wave propagation speed in the crust. The typical spatial resolution of the MARSIS will be 5 km × 10 km in the along track and crosstrack directions, respectively. In standard operative mode,
up to four echo profiles (each consisting of 205, 16-bit, range bins collected at one of the frequency bands and one of the two antennas) will be produced at intervals of \( \sim 1 \) s, resulting in a spatial sampling rate of \( \sim 5 \) km. The acquired profiles will be stored for down-link at a rate <10.4 kbit/s. The possibility of down-linking raw data for a small region of particular interest is also offered. Ground processing will extract from the down-linked profiles significant information on the surface topography and composition, as well as on the location and possibly the dielectric properties of subsurface discontinuities.

### 14.5.2 Scientific objectives

The set of scientific objectives for the MARSIS investigation was defined in the context of the objectives of the Mars Express mission and in the more general frame of the current open issues in the study of Mars. This set was the main reference in driving the instrument requirements and in deciding design tradeoffs. The MARSIS primary objective is to map the distribution of water, both liquid and solid, in the upper portions of the crust of Mars.

Three secondary objectives are defined for the MARSIS experiment: sub-surface geological probing, surface characterisation and ionosphere sounding. The additional secondary objective is to acquire information about the surface of Mars. The specific goals of this part of the experiment are to characterise the roughness of the surface at scales of tens of metres to kilometres, to measure the radar reflection coefficient of the upper surface layer, and to generate a topographic map of the surface at approximately 10 km lateral resolution. These data sets can be used to address a wide range of scientific questions, including: the large-scale surface roughness of various geologic units; implications for the processes of emplacement and modification; determination of the bulk density (providing constraints on the composition) of upper crust materials; and a global topographic data set to complement those derived by other techniques.

A final secondary objective is to use the MARSIS as an ionosphere sounder to characterise the interactions of the solar wind with the ionosphere and upper atmosphere of Mars. Radar studies of the ionosphere will allow global measurements of the ionosphere electron density and investigation of the influence of the Sun and the solar wind on the electron density.

### 14.5.3 Reference models

#### 14.5.3.1 Crust structure and composition:

Although a multitude of different chemical compositions is present at the surface of Mars, as listed in Table 14.2a, according to the suggestions of planetary scientists, it is necessary to select a few representative materials as most relevant for electromagnetic studies. Table 14.2b lists the values of dielectric constant of the materials, which can be considered as end members of the range in which the first layer of the Martian surface materials may vary. The dielectric properties of the water and ice filling the pores are listed in Table 14.2c.


Table 14.2 Summary of the sub-surface material dielectric properties

<table>
<thead>
<tr>
<th>Category</th>
<th>$\varepsilon'$</th>
<th>$\varepsilon''$</th>
<th>$\tan \delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbonate</td>
<td>6.5–8</td>
<td>0.04</td>
<td>0.006</td>
</tr>
<tr>
<td>Dense basalt ($d_p &lt; 1$ km)</td>
<td>5</td>
<td>0.02</td>
<td>0.004</td>
</tr>
<tr>
<td>Dense basalt ($d_p &gt; 1$ km)</td>
<td>9</td>
<td>0.27</td>
<td>0.03</td>
</tr>
<tr>
<td>Eolian sediment</td>
<td>2.4</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>Fluvial sediment</td>
<td>1.5–8.5</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>Durated sediment</td>
<td>2.1–2.8</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>Crater ejecta</td>
<td>8</td>
<td>0.11</td>
<td>0.014</td>
</tr>
<tr>
<td>Layered basalt</td>
<td>7.1</td>
<td>0.1</td>
<td>0.014</td>
</tr>
<tr>
<td>Vesicular basalt</td>
<td>7.1</td>
<td>0.1</td>
<td>0.014</td>
</tr>
<tr>
<td>Volcanic ash</td>
<td>5.6–6.5</td>
<td>0.085–0.25</td>
<td>0.013–0.04</td>
</tr>
<tr>
<td>(b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I (Andesite)</td>
<td>5</td>
<td></td>
<td>0.004</td>
</tr>
<tr>
<td>II</td>
<td>9</td>
<td></td>
<td>0.03</td>
</tr>
<tr>
<td>III (Basalt)</td>
<td>7.1</td>
<td></td>
<td>0.014</td>
</tr>
<tr>
<td>(c) Dielectric characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>of pore-filling materials</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Solid H$_2$O (ice)</td>
<td>3.15</td>
<td>0.000663</td>
<td>0.0002</td>
</tr>
<tr>
<td>Liquid H$_2$O (water)</td>
<td>88</td>
<td>0.0088</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Moreover, a 50% surface porosity of the regolith is consistent with estimates of the bulk porosity of Martian soil as analysed by the Viking Landers, and a lower bound for the surface porosity can be taken at 20%, a value derived from measured porosity of lunar breccias. A model of the decline of porosity with depth due to the lithostatic pressure can be obtained by adapting a similar model devised for the Moon, based on seismic data which are not available for Mars:

$$\phi(z) = \phi(0)e^{-\frac{z}{K}}$$ (14.7)

where $\phi(z)$ is the porosity at depth $z$, and $K$ is a decay constant that, for Mars, can be computed by scaling the measured lunar decay constant for the ratio between the lunar and Martian surface gravitational acceleration, under the assumption of comparable crust densities. The resulting value for Mars is $K = 2.8$ km.
The reference models, representing the two detection situations against which performance of the instrument shall be evaluated, are the following.

**Ice/water interface detection:** According to the model, the porosity of the Martian megaregolith is maximum at the surface and its decay with the increasing depth is given by the exponential law in (14.7). The pores are filled with ice from the surface down to a depth below which liquid water is stable and becomes the pore-filling material. The change of the pore-filling material causes a discontinuity of the overall dielectric constant, which can be detected by the radar sounder. The ice-water interface is supposed to be located at a depth between 0 m and 5000 m below the surface.

**Dry/ice interface detection:** This model is based on the same assumptions as the previous model w.r.t. the properties of the Martian megaregolith. However, here the pore-filling material is considered to be gas or some other vacuum-equivalent material up to a depth, below which ice fills the pores. Hence the interface to detect is between dry regolith and ice-filled regolith. Such an interface is expected to be located between 0 m and 1000 m below the surface.

**14.5.3.2 Surface geometry:** Images of Mars' surface from Viking Landers and Mars Pathfinder depict a gently undulating surface strewn with rocks having sizes ranging from a few centimetres to metres. Although these images cover only a minute portion of the planet surface, Mars' thermal and radar properties have prompted extensive modelling of a rock population scattered over the entire planet surface. We will thus characterise Mars' surface geometric structure in terms of a large-scale morphology on which a small-scale geometric structure, due to rocks, is superimposed. It is assumed that the surface can be described as a random distribution of heights, characterised by a variance \( \sigma_h \), a correlation length \( L \) and a local surface RMS slope \( m \). By making the assumption that the correlation function is Gaussian, the RMS slope is given by \( ms = \sqrt{2} \sigma_h / L \), so that the distribution is completely determined once the values of two of these parameters are known. The terms 'large-scale' and 'small-scale' refer to different approximations in the modelling of the radar backscattering coefficient, as will be discussed in the following. The divide between 'large-scale' and 'small-scale' is essentially the radar wavelength: a plausible range for the parameters describing the surface geometry is listed in Table 14.3.

<table>
<thead>
<tr>
<th>Table 14.3</th>
<th>Summary of the value range for the geometric parameters of the surface</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Large-scale model</strong></td>
<td><strong>Small-scale model</strong></td>
</tr>
<tr>
<td>RMS slope ( (m_s) )</td>
<td>Correlation length ( (L) )</td>
</tr>
<tr>
<td>0.01–0.1 rad ((0.57°–5.7°))</td>
<td>200–5000 m</td>
</tr>
</tbody>
</table>
Following recent attempts to describe the structure of the planet's surface by means of fractals, and several papers on the analysis of MOLA (Mars Orbital Laser Altimeter) data, from the Mars Global Surveyor, a fractals model will be taken into account.

14.5.3.3 Ionosphere: It is well known that the electromagnetic radiation cannot propagate at frequencies below the electron plasma frequency ($f_p$), which is proportional to the square root of the electron number density. Figure 14.10a shows the vertical profile of $f_p$ and the behaviour against solar zenith angle.

Normally, the electron plasma frequency has a single, well defined maximum, $f_p(\text{max})$, at an altitude of about 125 to 150 km. Radio signals from a sounder passing over at an altitude of several hundred km are reflected by the ionosphere at all frequencies below $f_p(\text{max})$. Sub-surface soundings are possible only at frequencies greater than $f_p(\text{max})$. Since sub-surface soundings require frequencies as low as possible, the global distribution of the ionospheric electron density (hence plasma frequency) becomes an important factor in selecting the operating frequency of the sounder and the optimal orbital strategy for data collection. The lowest frequency that can penetrate the Martian ionosphere varies from about 4 MHz on the dayside of Mars to somewhat below 1 MHz on the nightside of Mars. Clearly, the best region for carrying out sub-surface soundings is on the nightside, at solar zenith angles greater than 90°. Unfortunately, very little is known about the ionosphere on the nightside of Mars. A typical nightside maximum plasma frequency appears to be about 800 kHz.

Even when the sounding frequency is higher than the plasma frequency, the propagation through the ionosphere will produce a phase shift which must be compensated in some way when using long time dispersed pulse compression waveforms, such as chirps.
14.5.3.4 Orbit requirements: From previous considerations, the MARSIS’ main objective is the mapping of the global distribution of the water on Mars. The following is required:

- detection of the water/ice and dry/water interfaces in the regolith
- direct measurement of the thickness of the polar deposits
- determination of the dielectric properties of detected interface.

To accomplish this requirement, MARSIS desires night-side opportunity at all latitudes: the ionospheric plasma frequency drops significantly from the day to the night side of the planet, allowing the use of lower frequencies, which have greater sub-surface penetration depths. Although the instrument can acquire useful data in its dayside mode, it is recommended that an orbit with substantial nightside periapsis passes be considered. Low latitudes are highest priority for deep night periapsis. Moreover the high inclination orbit is preferred (inclination > 85°), to allow coverage in the scientifically interesting polar regions, and for the general goal of increased (global) coverage.

Ionospheric sounding observations will be integrated with the sub-surface sounding in order to give global coverage of the ionospheric electron density (day sounding mode).

The baseline orbit has the following characteristics:

- distance at periapsis: 250 km
- distance at apoapsis: 10 142 km
- inclination: 86.35°
- orbital period: 6.75 h.

In Figure 14.11, the tangential and radial components of the spacecraft orbital velocity are shown, as a function of altitude above the Martian equatorial radius.

MARSIS was designed in order to operate at any altitude lower than 800 km; performance improves with lower altitudes of operation. A highly eccentric orbit, such as the baseline orbit, places the spacecraft within 800 km for a period of about 26 min. This would allow mapping of about 100 deg. of arc on the surface of Mars each orbit.

14.5.4 Surface and sub-surface scattering models

To assess the interface detection performance of the Radar Sounder it is required to evaluate the strength of the returned echoes from the surface and sub-surface layers, as operative conditions change. These can be expressed in term of cross-sections as follows:

\[ S_S = \Gamma_S f_S (\sigma_h, L_s, \lambda) \]  \hspace{1cm} (14.8)

\[ S_{SS} = \gamma (z') \Gamma_{SS} f_{SS} (\sigma_h, L_{ss}, \lambda) \]  \hspace{1cm} (14.9)

where \( \Gamma_S \) and \( \Gamma_{SS} \) are the Fresnel reflectivity terms, which deal with the surface and sub-surface dielectric properties, respectively. \( f_S \) and \( f_{SS} \) are the geometrical
scattering terms, which deal with the geometrical structure of the surface and sub-surface, respectively, and $\gamma(z')$ is the first layer two-way attenuation ($z'$ is the depth of the layer).

In the following Sections we will evaluate both the Fresnel terms and the geometric scattering terms developing simplified models against the reference scenarios defined in the previous Sections.

14.5.4.1 Fresnel coefficients and sub-surface attenuation: It should be noted that, since porosity depends on the depth, so will the effective dielectric constants of the mixture. To evaluate the mixture dielectric constants, the Maxwell–Garnett model [35] can be used:

$$\varepsilon_m(z) = \varepsilon_h \frac{1 + 2\phi(z)y}{1 - \phi(z)y} \quad (14.10)$$

where

$$y = \frac{\varepsilon_i - \varepsilon_h}{\varepsilon_i + 2\varepsilon_h} \quad (14.11)$$

and $\phi(z)$ is the porosity at depth $z$.

Using (14.10), the effective dielectric constant of the mixtures which have been selected to represent the Martian porous regolith (see also Table 14.2) can be evaluated, as a function of the depth, and of the surface porosity. Therefore the well known surface Fresnel reflectivity for nadir incidence (from free-space propagation) can be
### Table 14.4 Fresnel reflectivity for ice water and dry ice models

<table>
<thead>
<tr>
<th></th>
<th>$r_s$</th>
<th>dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I/W</td>
<td>D/I</td>
</tr>
<tr>
<td>50%</td>
<td>20%</td>
<td>50%</td>
</tr>
<tr>
<td>I</td>
<td>-9.5</td>
<td>-9</td>
</tr>
<tr>
<td>II</td>
<td>-7.5</td>
<td>-6.5</td>
</tr>
<tr>
<td>III</td>
<td>-8.5</td>
<td>-7.5</td>
</tr>
</tbody>
</table>

Evaluated:

$$\Gamma_s = \left| \frac{1 - \sqrt{\varepsilon r_1(0)}}{1 + \sqrt{\varepsilon r_1(0)}} \right|^2 = R_{01}^2 \quad (14.12)$$

$\varepsilon r_1(0)$ being the real dielectric constant of the crust evaluated at the surface ($z = 0$).

The selected models make the surface reflectivity ranging between $-6$ dB and $-10$ dB for the ice/water situation and $-7$ dB and $-12$ dB for the dry/ice situation (Table 14.4).

The Fresnel reflectivity for a sub-surface layer located at a depth $z'$ can be expressed as follows:

$$\Gamma_{SS,z'} = R_{12,z'}^2(1 - R_{01}^2)^2 10^{-0.1 f_0^z' \alpha(z') dz} = R_{12,z'}^2(1 - R_{01}^2)^2 10^{-0.1 \nu(z')} \quad (14.13)$$

$R_{12,z'}^2$ being the reflection coefficient of such an interface:

$$R_{12,z'}^2 = \left| \frac{\sqrt{\varepsilon r_1(z')} - \sqrt{\varepsilon r_2(z')}}{\sqrt{\varepsilon r_1(z')} + \sqrt{\varepsilon r_2(z')}} \right|^2 \quad (14.14)$$

By the defined crust materials, we have obtained for the two situations (Table 14.5):

<table>
<thead>
<tr>
<th></th>
<th>$R_{12,z'}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice water:</td>
<td>$(-10 \div -18)$ - 3 dB/km</td>
</tr>
<tr>
<td>Dry ice:</td>
<td>$(-20 \div -28)$ - 3 dB/km</td>
</tr>
</tbody>
</table>

where the first term is related to the first layer porosity and the last one is due to the decrease of the porosity with the depth. Notice that the $R_{12,z'}^2$ is near crust material independent. Concerning the two-way attenuation:

$$\alpha_{dB/m}(z) = 1.8 \times 10^{-7} f_0 \sqrt{\varepsilon(z)} \tan \delta(z) \quad (14.16)$$

we have obtained, as a good approximation, the functions detailed in Table 14.6.
Table 14.5  Reflection coefficient of interfaces for ice water and dry ice models

| $z'$, m | $R_{12,z'}^2$|dB | \hline
|\hline
| I/W | 50% | 20% | D/I | 50% | 20% | \hline
| 0 | -10 | -17 | -22 | -25 | \hline
| 1000 | -12 | -20 | -26 | -32 | \hline
| 2000 | -15 | -23 | -28 | -36 | \hline
| 3000 | -18 | -26 | -31 | -38 | \hline
| 4000 | -21 | -28 | -33 | -42 | \hline
| 5000 | -24 | -31 | -35 | -46 | \hline

Table 14.6  Ice water and dry ice model values (z depth in km)

| $\alpha(z)$|dB|km MHz | \hline
| I/W | 50% | 20% | D/I | 50% | 20% | \hline
| I | (0.8 + 0.1z) | (1.3 + 0.05z) | (0.9 + 0.1z) | (1.3 + 0.05z) | \hline
| III | (3.7 + 0.54z) | (6 + 0.25z) | (4.3 + 0.54z) | (6.3 + 0.25z) | \hline
| II | (8.5 + 1.1z) | (13.3 + 0.5z) | (9.5 + 1.1z) | (13.7 + 0.5z) | \hline

By supposing that the surface and the sub-surface interfaces have the same roughness, we can write

\[ S_S|_{dB} = \Gamma_s|_{dB} + f_s|_{dB} \]

\[ S_{SS}|_{dB} = R_{12}^2|_{dB} + \gamma|_{dB} + f_{ss}|_{dB} \Rightarrow f_{ss}|_{dB} = f_s|_{dB} \]

\[ \frac{S_{SS}}{S_S}|_{dB} \equiv R_{12}^2|_{dB} + \gamma|_{dB} - \Gamma_s|_{dB} = \alpha_{SS}|_{dB} \] (14.17)

so that we can obtain the depth related to a proper dynamic range, usually defined by the noise power to surface return echo:

\[ \frac{S_{SSMIN}}{S_S}|_{dB} = \frac{P_N}{S_S}|_{dB} \Rightarrow \text{depth} \] (14.18)

Moreover, by Table 14.7 we obtain the attenuation detailed in Table 14.8 and in Figure 14.12, so that the depths available for S/N 40 and 50 dB, to be evaluated from surface data (MOLA) are shown in Table 14.9.
Table 14.7  Reflection values for ice water and dry ice model values

<table>
<thead>
<tr>
<th>R_{12}</th>
<th>dB - \Gamma_s dB + 3 dB/km</th>
</tr>
</thead>
<tbody>
<tr>
<td>I/W</td>
<td>D/I</td>
</tr>
<tr>
<td></td>
<td>50%</td>
</tr>
<tr>
<td>I</td>
<td>0</td>
</tr>
<tr>
<td>II</td>
<td>-2</td>
</tr>
<tr>
<td>III</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 14.8  Attenuation values for ice water and dry ice model values

<table>
<thead>
<tr>
<th>\alpha_{SS}</th>
<th>dB</th>
<th>1/W 50%</th>
<th>-3(0.8f_0)z - 0.55f_0z^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>II</td>
<td>III</td>
<td>I/W 20%</td>
</tr>
<tr>
<td>D/I 50%</td>
<td>-2</td>
<td>-10.5</td>
<td>-10 - 3(6f_0)z - 0.125f_0z^2</td>
</tr>
<tr>
<td>D/I 20%</td>
<td>-15.5</td>
<td>-12.5</td>
<td>-17 - 3(6f_0)z - 0.125f_0z^2</td>
</tr>
</tbody>
</table>

Figure 14.12  Attenuation versus range for ice water and dry ice
### Table 14.9 Parameter values for various model situations

<table>
<thead>
<tr>
<th></th>
<th>( \varepsilon' )</th>
<th>( \tan \delta )</th>
<th>( I/W ) Depth, km (40 dB)</th>
<th>( I/W ) Depth, km (50 dB)</th>
<th>( D/I ) Depth, km (40 dB)</th>
<th>( D/I ) Depth, km (50 dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>5</td>
<td>0.004</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td>4.4</td>
<td>-&gt;5</td>
</tr>
<tr>
<td>II</td>
<td>9</td>
<td>0.03</td>
<td>1.1 - 1.8</td>
<td>1.5 - 2.2</td>
<td>0.8 - 1.3</td>
<td>1.1 - 1.8</td>
</tr>
<tr>
<td>III</td>
<td>7.1</td>
<td>0.014</td>
<td>2.1 - 3.3</td>
<td>2.8 - 4</td>
<td>1.6 - 2.5</td>
<td>2.3 - 3.3</td>
</tr>
</tbody>
</table>

#### 14.5.4.2 Surface backscattering models:

Taking into account Table 14.3, we can form the hypothesis that the Martian surface back scattering can be described considering two main terms: (i) large scale scattering contribution, resulting from gentle geometrical undulations of the surface on a scale of many hundreds to thousands of metres; (ii) small scale scattering contribution, explaining the fast, slight variations of the surface height over a horizontal scale of some tenths of metres.

From the statistical point of view, the surface height was modelled as a Gaussian random process, \( \sigma_h \) being the total surface RMS height. At a second order level we can write the characteristic function:

\[
\langle e^{j \frac{2 \cos \theta}{c} (\omega_1 z_1 - \omega_2 z_2)} \rangle = e^{-2 \sigma_h^2 \frac{\cos^2 \theta}{c^2} (\omega_1^2 + \omega_2^2 - 2 \rho(x_1, x_2, y_1, y_2) \omega_1 \omega_2)} \tag{14.19}
\]

where \( \rho(x_1, x_2, y_1, y_2) \) is the two-dimensional correlation coefficient of the surface; moreover, if we suppose (as usual) an isotropic correlation coefficient and we turn to the polar co-ordinates axis, we can use the simplified notation \( \rho(\sqrt{r_2^2 - r_1^2}) \).

Simple approximate methods can be applied for surfaces which present a unique roughness scale, with either a big correlation length (gently undulating surface) or a very small RMS height (slightly rough surface) compared to the incident wavelength. Specifically, the Kirchhoff method can be applied for gently undulating surfaces, which respect the tangent plane conditions, and the small perturbation method can be applied to slightly rough surfaces. The classical studies on the validity conditions of these two models [35] have been recently updated [36], and regions of validity currently defined are reported in Figure 14.13. It is evident from these Figures that the Kirchhoff approximation can be used to evaluate the large scale backscattering contribution, whereas the small perturbation method can be used for the small scale contribution.

#### 14.5.4.3 Large scale (Kirchhoff) contribution:

Under Kirchhoff approximation hypotheses the scattered electric field \( E_S \) from an irregular surface \( S \), due to a spherical incident wave \( e^{j k R_1 / R_1} \), is given by [37]

\[
E_S = -\frac{j}{2\lambda} \int_S R(P) \frac{\hat{n}(2 \hat{R}_1)}{R_1^2} e^{-j k 2 R_1} dS \tag{14.20}
\]
where \( P \) is the generic point on the surface, \( \lambda \) is the wavelength, \( R(P) \) is the Fresnel reflection coefficient of the point \( P \) on the surface \( S \), \( R_1 \) is the distance from radar to the point \( P \), \( \hat{R}_1 \) is the unit vector corresponding to the path from the radar to the point \( P \), \( \hat{n} \) is the unit vector normal to the surface in the point \( P \), and finally \( k = 2\pi/\lambda \) is the wavenumber. If, on the contrary, the radar transmits a pulse \( f(t) \), the scattered electric field becomes

\[
E_S(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\omega) ESE^{j\omega t} \, d\omega \tag{14.21}
\]

where \( F(\omega) \) is the Fourier transform of the transmitted pulsed waveform. Therefore (14.20) becomes

\[
E_S(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\omega) \left(-\frac{j}{2\lambda}\right) \int_S R(P) \frac{\hat{n}(2\hat{R}_1)}{R_1^2} e^{-jk2R_1} \, dSe^{j\omega t} \, d\omega \tag{14.22}
\]

and exchanging the integration variables we have

\[
E_S(t) = -\frac{1}{4\pi c} \int_S R(P) \frac{\hat{n}(2\hat{R}_1)}{R_1^2} \int_{-\infty}^{\infty} j\omega F(\omega)e^{j\omega(t-\frac{2R_1}{c})} \, d\omega dS \tag{14.23}
\]

If we make the further hypothesis that surface tilts are small enough to allow that we confuse the local normal to the surface with the vertical axis, we have \( \hat{n} \cdot \hat{R}_1 \approx \hat{z} \cdot \hat{R}_1 = \cos \theta \), where \( \theta \) is the incidence angle with respect to the vertical. Moreover the distance from the radar to the generic point \( P(x, y, z) \) can be approximated, under the far-field approximation, as

\[
R_1 \approx H - z \cos \theta + \frac{x^2 + y^2}{2H} \tag{14.24}
\]
where \( H \) is the distance from the radar to the mean surface. With all these assumptions, (14.23) becomes

\[
E_S(\tau) = -\frac{2}{4\pi c} \frac{\cos \theta}{H^2} R(\theta) \int_S \int_{-\infty}^{\infty} e^{i\omega(\tau - \frac{x^2 + y^2}{Hc} + \frac{2z\cos \theta}{c})} j\omega F(\omega) \, d\omega \quad (14.25)
\]

where \( \tau = t - 2H/c \) and the angle of incidence \( \theta \) has been supposed to undergo no significant variation within the pulse limited integration area, and has therefore been taken out of the surface integral.

The average scattered power at time \( \tau \) can be evaluated taking the average of the product of the scattered electric field with its complex conjugate:

\[
\langle E_S(\tau) E_S^*(\tau) \rangle = \frac{4\Gamma_S(\theta)}{(4\pi cH^2)^2} \cos^2 \theta \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\omega_1 d\omega_2 \omega_1 \omega_2 F(\omega_1) F^*(\omega_2) e^{i(\omega_1 - \omega_2)\tau} \cdot \int_{S_1} dS_1 \int_{S_2} dS_2 e^{-\frac{j}{\eta H} [\omega_1(x_1^2 + y_1^2) - \omega_2(x_2^2 + y_2^2)]} e^{\frac{2\cos \theta}{c} (\omega_1 z_1 - \omega_2 z_2)}
\]

(14.26)

where \( \Gamma_S(\theta) = |R(\theta)|^2 \) is the Fresnel reflection coefficient and the statistic averaging operation (two-dimensional characteristic function) is given by (14.19); therefore the previous equation can be rewritten as

\[
\langle E_S(\tau) E_S^*(\tau) \rangle = \frac{4\Gamma_S(\theta)}{(4\pi cH^2)^2} \cos^2 \theta \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\omega_1 d\omega_2 \omega_1 \omega_2 F(\omega_1) F^*(\omega_2) e^{i(\omega_1 - \omega_2)\tau} \cdot \int_{S_1} dS_1 \int_{S_2} dS_2 e^{-\frac{j}{\sqrt{H}} (\omega_1 r_1^2 - \omega_2 r_2^2)} e^{-\frac{2\eta^2}{c^2} \cos^2 \theta (\omega_1^2 + \omega_2^2 - 2\omega_1\omega_2 \rho(|r_2 - r_1|))}
\]

(14.27)

Assuming a Gaussian correlation coefficient (Gaussian roughness spectrum),

\[
\rho(|r_2 - r_1|) = e^{-\frac{|r_2 - r_1|^2}{L^2}} \quad (14.28)
\]

we can write with good approximation (validate for \( |r_2 - r_1| = 0 \) and \( |r_2 - r_1| = \infty \)),

\[
e^{\frac{4\eta^2}{c^2} \omega_1 \omega_2 \cos^2 \theta \rho(|r_2 - r_1|)} \approx \left[ e^{\frac{4\eta^2}{c^2} \omega_1 \omega_2 \cos^2 \theta} - 1 \right] e^{-\frac{4\eta^2}{c^2} \omega_1 \omega_2 \cos^2 \theta |r_2 - r_1|^2} + 1
\]

(14.29)

and (14.27) becomes

\[
\langle E_S(\tau) E_S^*(\tau) \rangle = I_1 + I_2
\]

(14.30)
where $I_1$ (coherent contribution) is given by

$$I_1 = \frac{4 \Gamma_S(\theta)}{(4\pi c H^2)^2} \cos^2 \theta \int_{-\infty}^{\infty} d\omega_1 \int_{-\infty}^{\infty} d\omega_2 \omega_1 \omega_2 F(\omega_1) F^*(\omega_2) e^{i(\omega_1 - \omega_2)\tau}$$

$$\cdot \int_{S_1} dS_1 \int_{S_2} dS_2 e^{-j \frac{1}{cH} (\omega_1 r_1^2 - \omega_2 r_2^2)} e^{-2 \frac{\sigma_h^2}{c^2} \cos^2 \theta (\omega_1^2 + \omega_2^2)}$$

(14.31)

Moreover,

$$\int_{S_1} dS_1 \int_{S_2} dS_2 e^{-j \frac{1}{cH} (\omega_1 r_1^2 - \omega_2 r_2^2)} = \frac{2\pi^2 c H}{j(\omega_1 - \omega_2)} \int_{0}^{\infty} r' e^{j \frac{\omega_1 \omega_2}{cH(\omega_1 - \omega_2)}} r' dr' = \frac{\pi^2 c^2 H^2}{\omega_1 \omega_2}$$

(14.32)

Therefore,

$$I_1 = \frac{\Gamma_S(\theta)}{4H^2} \cos^2 \theta \left| \int_{-\infty}^{\infty} F(\omega_1) e^{i\omega_1 \tau} e^{-\frac{2\sigma_h^2}{c^2} \omega_1^2} d\omega_1 \right|^2$$

(14.33)

and $I_2$ (noncoherent contribution) is given by

$$I_2 = \frac{4 \Gamma_S(\theta)}{(4\pi c H^2)^2} \cos^2 \theta \int_{-\infty}^{+\infty} d\omega_1 \int_{-\infty}^{+\infty} d\omega_2 \omega_1 \omega_2 F(\omega_1) F(\omega_2) e^{i(\omega_1 - \omega_2)\tau}$$

$$\cdot \left[ e^{-\frac{2\sigma_h^2}{c^2} (\omega_1 - \omega_2)^2} - e^{-\frac{2\sigma_h^2}{c^2} (\omega_1^2 + \omega_2^2)} \right] \cdot \int_{S_1} dS_1 \int_{S_2} dS_2 e^{-j \frac{1}{cH} (\omega_1 r_1^2 - \omega_2 r_2^2)}$$

$$\cdot \exp \left[ -\frac{4\sigma_h^2 \omega_1 \omega_2 \cos^2 \theta |\mathbf{r}_2 - \mathbf{r}_1|^2}{c^2 L^2 \left( 1 - \exp \left\{ -\frac{4\sigma_h^2}{c^2} \omega_1 \omega_2 \cos^2 \theta \right\} \right)} \right]$$

(14.34)

We can write

$$I_2 = \frac{\Gamma_S(\theta)}{2cH^3} \cos^2 \theta \int_{-\infty}^{+\infty} d\omega_1 \int_{-\infty}^{+\infty} d\omega_2 \omega_1 \omega_2 F(\omega_1) F(\omega_2) e^{i(\omega_1 - \omega_2)\tau}$$

$$\cdot \left[ e^{-\frac{2\sigma_h^2}{c^2} (\omega_1 - \omega_2)^2} - e^{-\frac{2\sigma_h^2}{c^2} (\omega_1^2 + \omega_2^2)} \right] \int_{0}^{\infty} \tau d \tau e^{-i(\omega_1 - \omega_2)\tau}$$

$$\cdot \int_{0}^{\infty} dr' r' J_0 \left( 2r' \sqrt{\frac{\omega_1 \omega_2 \tau_d}{cH}} \right)$$

$$\cdot \exp \left[ -\frac{4\sigma_h^2 \omega_1 \omega_2 \cos^2 \theta r'^2}{c^2 L^2 \left( 1 - \exp \left\{ -\frac{4\sigma_h^2}{c^2} \omega_1 \omega_2 \cos^2 \theta \right\} \right)} \right]$$

(14.35)
These hypotheses lead to the following results:

\[
I_2 = \frac{\Gamma_S(\theta)cL^2}{4H^3\sigma_h^2} \int_{-\infty}^{+\infty} d\omega_1 \int_{-\infty}^{+\infty} d\omega_2 F(\omega_1) F(\omega_2) \cdot \left[ e^{-\frac{2\sigma^2}{c^2}(\omega_1^2 + \omega_2^2)} - e^{-\frac{2\sigma^2}{c^2}(\omega_1^2 - \omega_2^2)} \right] \left( 1 - \exp \left\{ -\frac{4\sigma_h^2}{c^2} \omega_1 \omega_2 \cos^2 \theta \right\} \right) \int_0^\infty d\tau_d e^{j(\omega_1 - \omega_2)(\tau - \tau_d)} \cdot \exp \left[ -\frac{c^2L^2 \left( 1 - \exp \left\{ -\frac{4\sigma_h^2}{c^2} \omega_1 \omega_2 \cos^2 \theta \right\} \right) \tau_d}{\sigma_h^2 cH \cos^2 \theta} \right] \tag{14.36}
\]

By considering a Gaussian shape for the compressed pulse,

\[
f(t) = e^{-\frac{t^2}{4\sigma_P^2}} \cos \omega_0 t \tag{14.37}
\]

we have a Gaussian pulse spectrum

\[
F(\omega) = \frac{1}{2} [S[j(\omega - \omega_0)] + S[j(\omega + \omega_0)]] \rightarrow S(j\omega) = \frac{\sigma_P}{\sqrt{\pi}} e^{-\sigma_P^2 \omega^2} \tag{14.38}
\]

where \(\omega_0\) is the carrier frequency and \(\sigma_P\) is related to the system bandwidth \(B_W\) by the relation \(\sigma_P \approx 0.37/B_W\).

Applying (14.38) to (14.33) we obtain the coherent (specular) scattering component,

\[
I_1 = \frac{\Gamma_S(\theta)}{4H^2} \cos^2 \theta P_c(\tau) \rightarrow P_c(\tau) = \frac{1}{1 + F} e^{-\frac{(2k\sigma_h \cos \theta)^2}{1+F}} e^{-\frac{t^2}{2\sigma_P^2(1+F)}} \tag{14.39}
\]

where

\[
F = \frac{1}{2} \frac{\sigma_h^2 \cos^2 \theta}{\left( \frac{\sigma_P}{2} \right)^2} \text{ normalised projected roughness}
\]

\[
\sigma_{eq} = \sqrt{\sigma_P^2 + \left( \frac{2\sigma_h \cos \theta}{c} \right)^2} = \sigma_P \sqrt{1 + 2F} \quad \text{equivalent pulse width}
\]

\[
\beta = \frac{c\sigma_P \sqrt{1 + 2F}}{2H m_0^2 \cos \theta} \left( 1 - e^{-\frac{(2k\sigma_h \cos \theta)^2}{1+F}} \right) \quad \text{surface parameter}
\]

These hypotheses lead to the following results:

\[
\langle E_S(\tau)E_S^*(\tau) \rangle = \Gamma(\theta) \frac{1}{4H^2} \cos^2 \theta (P_c + P_{nc1} - P_{nc2}) \tag{14.40}
\]
where $P_c(r)$ is

$$P_c(r) = \frac{1}{1 + F} e^{-\frac{(2k\sigma h_1 \cos \theta)^2}{1 + F}} e^{-\frac{\tau^2}{2\sigma_P^2(1 + F)}}$$

(14.41)

while $P_{nc}(\tau) = P_{nc1}(\tau) - P_{nc2}(\tau)$ is the noncoherent (diffuse) scattering component.

$$P_{nc1}(\tau) = \frac{\beta}{\sqrt{1 + 2F}} \sqrt{\frac{\pi}{2}} e^{\frac{\beta^2}{2}} e^{-\frac{\beta}{\sigma_P \sqrt{1 + 2F}} \text{Erfc} \left[ \frac{1}{\sqrt{2}} \left( \beta - \frac{\tau}{\sigma_P \sqrt{1 + 2F}} \right) \right]}$$

(14.42)

$$P_{nc2}(\tau) = \frac{\beta}{\sqrt{1 + F} \sqrt{1 + 2F}} \sqrt{\frac{\pi}{2}} e^{\frac{(2k\sigma h_1 \cos \theta)^2}{1 + F}} e^{\frac{\beta^2(1 + F)}{2(1 + 2F)}} e^{-\frac{\beta}{\sigma_P \sqrt{1 + 2F}}}$$

$$\cdot \text{Erfc} \left[ \frac{1}{\sqrt{2}} \left( \beta \sqrt{\frac{1 + F}{1 + 2F}} - \frac{\tau}{\sigma_P \sqrt{1 + 2F}} \right) \right]$$

(14.43)

where

$$F = \frac{1}{2} \frac{\sigma_h^2 \cos^2 \theta}{\left(\frac{c\sigma_P}{2}\right)^2} \text{ normalised projected roughness}$$

$$\sigma_{eq} = \sqrt{\sigma_P^2 + \left(\frac{2\sigma h_1 \cos \theta}{c}\right)^2} = \sigma_P \sqrt{1 + 2F} \text{ equivalent pulse width}$$

$$\beta = \frac{c\sigma_P \sqrt{1 + 2F}}{2H m_s^2 \cos \theta} \left(1 - e^{-(2k\sigma h_1 \cos \theta)^2}\right) \text{ surface parameter}$$

The cross-section of the large scale surface model is given by

$$\sigma_1(\tau) = \frac{\langle E_S(\tau) E_S^*(\tau) \rangle}{\langle E_1(\tau) E_1^*(\tau) \rangle} 4\pi H^2$$

(14.44)

and therefore we have:

$$\sigma_1(\tau) = \pi H^2 \Gamma_S(\theta) \cos^2 \theta (P_c + P_{nc1} - P_{nc2})$$

(14.45)

The maximum power is received if full coherent reflection occurs, i.e. when the surface is perfectly flat ($\sigma_h = 0$). In such a condition it is easy to verify that $P_{nc1} = P_{nc2}$ and the noncoherent term $P_{nc}$ decreases to zero, while the coherent term $P_c$ approaches the shape of the transmitted pulse, which is maximum for $\tau = 0$, so that

$$\sigma_{1,\text{MAX}}(0) = \Gamma_S(0) \pi H^2$$

(14.46)

which is a value consistent with the backscattering of the perfectly flat surfaces. As the surface becomes rougher ($\sigma_h \gg \lambda$) the coherent component decreases towards
zero and the noncoherent scattering becomes:

\[
\sigma_{1,MAX,NC} = \Gamma_S(0) \pi H^2 \frac{\beta}{\sqrt{1 + 2F}} \sqrt{\frac{\pi}{2}} 2e^{-\frac{\beta^2}{4}} \approx \Gamma_S(0) \pi H \frac{c}{2} \sqrt{2} \pi \frac{1}{m_s^2}
\]

\[
= \Gamma_S(0) \pi H \frac{c(0.37)}{2B_w} \sqrt{2} \pi \frac{1}{m_s^2} = \Gamma_S(0) \pi H \frac{c}{2B_w} \frac{1}{m_s^2}
\]

(14.47)

according to the geometrical optics model. Also, \(\sqrt{2H c/(2B_w)}\) is the radius of the pulse-limited region of the well known radar altimeter, which is expected to be around 15/30 km.

The analytical model used here is based on the assumption that a sufficiently large number of independent scatters can be averaged within the area illuminated by the propagating pulse. Therefore taking into account the radius of the pulsed limited region, correlation lengths have been considered up to a few km. On the other hand, when the correlation length of the surface exceeds the pulse limited area dimension, performing the ensemble average on the scattering area is invalid, because it appears that the radar was observing a locally flat tilted plane, rather than a gently undulating surface: as a consequence the scattered power is expected to be almost entirely due to the coherent component, corrected with a random periodical term which modulates the intensity of the reflected wave. This case cannot be analysed using the developed model and must be studied by means of numerical simulations.

As regards the frequency dependence of the Kirchhoff backscattered power, it is evident that, as long as the geometrical optics model hypotheses hold, there is no significant variation of the backscattered power with the wavelength. On the contrary, for each value of the RMS slope, a frequency dependence is expected when the correlation length decreases, because the RMS height decreases correspondingly, making inappropriate the applicability of the geometrical optics model.

14.5.4.4 Small scale contribution: According to the region of validity reported in Figure 14.13, the small scale scattering term can be computed by means of the small perturbation method [35], which allows us to express the backscattering coefficient as follows:

\[
\sigma_{pp}(\theta) = 8k^4 \sigma_{h2}^2 [\alpha_{pp}(\theta)]^2 \cos^4 \theta W_2(K_B)
\]

(14.48)

where \(k = 2\pi/\lambda\) is the wave number, \(\theta\) is the incidence angle, \(\alpha_{pp}(\theta)\) is the Fresnel reflection coefficient for the pp polarisation, \(W_2(K_B)\) is the surface roughness small scale spectrum:

\[
W_2(K_B) = \int_0^\infty \rho_2(\xi) J_0(K_B \xi) \xi \, d\xi
\]

(14.49)

\(\rho_2\) is the correlation coefficient, and \(K_B\) is the Bragg frequency, given by

\[K_B = 2k \sin \theta\]
The Fresnel coefficient is given for both like-polarisations by the following relations:

\[ |\alpha_{hh}(\theta)|^2 = |R_h(\theta)|^2 = \Gamma_{hh}(\theta) = \left| \frac{\cos \theta - \sqrt{\varepsilon_r - \sin^2 \theta}}{\cos \theta + \sqrt{\varepsilon_r - \sin^2 \theta}} \right|^2 \]  \hspace{1cm} (14.50)

\[ |\alpha_{vv}(\theta)|^2 = \left( (\varepsilon_r - 1) \frac{\sin^2 \theta - \varepsilon_r (1 + \sin^2 \theta)}{(\varepsilon_r \cos \theta + \sqrt{\varepsilon_r - \sin^2 \theta})^2} \right)^2 \]  \hspace{1cm} (14.51)

Hence the small scale scattered cross-section can be retrieved by the following integral:

\[ \sigma_2(\tau) = 8k^4 \sigma_{h2}^2 \int_0^{2\pi} \int_0^{\infty} |\alpha(\theta)|^2 \cos^4(\theta) W_2(2k \sin \theta) f \left( \tau - \frac{\rho^2}{cH} \right) \rho \, d\rho \, d\phi \]  \hspace{1cm} (14.52)

where \( \rho, \phi \) are the polar co-ordinates for the antenna illuminated surface, \( \theta \) is the incidence angle with respect to the nadir, \( f(\tau) \) is the transmitted pulse waveform after compression, and the following relations apply:

\[ \theta = \tan^{-1} \frac{\rho}{H} \]

\[ \rho \cong \sqrt{Hct} \Rightarrow \tau \cong \frac{\rho^2}{cH} \]  \hspace{1cm} (14.53)

The Fresnel coefficient \( \alpha(\theta) \) changes very smoothly with the incidence angle for both polarisations, so that we can neglect its variation within the area illuminated by the pulse. Moreover we will assume for the sake of simplicity a rectangular shape (time length \( T \)) for the transmitted pulse after compression (i.e. the effect of the waveform sidelobes will be neglected), and two kinds of roughness spectra:

1. Gaussian law small scale roughness spectrum

\[ W_G(K) = \frac{L^2}{2} e^{-\left(\frac{K}{L} \right)^2} \]  \hspace{1cm} (14.54)

related to a Gaussian correlation coefficient,

\[ \rho_G(\xi) = e^{-\frac{\xi^2}{L^2}} \]  \hspace{1cm} (14.55)

\( L \) being the correlation length of the surface. The backscattering cross-section can be found to be

\[ \sigma_{2,G}(\tau) = Q_0(\tau) \left( 1 - e^{-k^2 L_g^2 c\tau H} \right) e^{-kL_g^2 c\tau H} \]  \hspace{1cm} (14.56)

where

\[ Q_0(\tau) = 4\pi H^2 k^4 \sigma_{h2}^2 \left| \alpha \left( \frac{c\tau}{H} \right) \right|^2 \cos^4\left( \frac{c\tau}{H} \right) \]
2. Exponential law small scale roughness spectrum

The roughness spectrum

\[ W_E(K) = L^2 [1 + (KL)^2]^{-\frac{3}{2}} \]  

(14.57)

corresponding to an exponential correlation coefficient

\[ \rho_E(\xi) = e^{-\frac{|\xi|}{L}} \]  

(14.58)

entails

\[ \sigma_{2,E}(\tau) = Q_0(\tau) \left[ \left( 1 + 2kL_2\sqrt{\frac{c\tau}{H}} \right) e^{-2kL_2\sqrt{\frac{c\tau}{H}}} 
- \left( 1 + 2kL_2\sqrt{\frac{c(\tau + T)}{H}} \right) e^{-2kL_2\sqrt{\frac{c(\tau + T)}{H}}} \right] \]

We can now summarise the surface backscattered power, summing up the large scale and small scale contributions. Assuming as a reference case a Gaussian correlation for the large scale component and an exponential correlation for the small scale one, we have for the global cross-section

\[ \sigma_T(\tau) = \sigma_1(\tau) + \sigma_2(\tau) \]

Figures 14.14 and 14.15 show the surface cross-section (thick lines) given by (14.34), assuming the worst case small scale contribution and the large range of parameters for the large scale term. The plots are normalised so that the zero-dB axis

---

**Figure 14.14**  Ice/water (band I), \( H = 250 \) km

---

<table>
<thead>
<tr>
<th>RMS slope</th>
<th>Basalt 20%</th>
<th>Basalt 50%</th>
<th>Andesite 20%</th>
<th>Andesite 50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1°</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2°</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3°</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5°</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

case: Ice/water-\( f_0 \): 1.8 MHz-H: 250 km-L: 1000 m-Doppler: OFF-Monopole: OFF
indicates the maximum possible cross-section, which is given again by (14.46). As seen in the Figure, the scattering cross-section is maximum at nadir and rapidly falls down as the ‘equivalent depth’ increases, up to a level at which it becomes practically a constant. This behaviour is easily understood considering the superimposition of the two scale contributions: in fact the large scale Kirchhoff component determines the cross-section fall-off rate (due to the small value of $m_s$), while the small perturbation component is responsible for the flat behaviour of the same cross-section when the Kirchhoff contribution vanishes. In the same Figures the return echoes from sub-surface discontinuities are shown, taking into account the first layer material composition of Table 14.2.

14.5.5 Sub-surface interface detection performance

14.5.5.1 Dynamic range and detection performance: Detection of a sub-surface interface will be possible only if the following conditions are satisfied:

- the level of the sub-surface reflection is higher than the noise level
- the surface/sub-surface dynamic is included in the system dynamic range
- the sub-surface reflection is higher than the corresponding surface clutter reflection.

The first point entails a proper design of the receiver and transmitter sections. In MARSIS the noise level is about 60 dB below the fully coherent surface return echoes. Moreover, the availability of an overall 60 dB dynamic range requires a proper control
of the sidelobes (due to the range compression, assuming the transmitted signal is a chirp) and nonlinearities.

The limits to the penetration depth imposed by the surface clutter level can be found using the above considerations to find, at each frequency, the depth at which the sub-surface power is equal to the surface clutter power. Analysing the behaviour of Figures 14.14 and 14.15, the maximum penetration depth can be assumed as the depth at which the sub-surface curves intersect the surface clutter curves. Looking at the previous Figures and remembering that a maximum dynamic of 60 dB has been allowed, it appears that the surface clutter contribution will be the limiting factor for the penetration depth under rough surface condition.

14.5.5.2 Detection in presence of surface clutter: In the presence of rough surfaces the dynamic range is strongly reduced by the surface clutter, as shown in the previous Section. Three techniques can be used to increase the detection performance against surface clutter:

- Doppler filtering of the along-track off-nadir surface clutter echoes
- dual antenna cancellation of the crosstrack off-nadir echoes
- dual frequency cancellation of the crosstrack off-nadir echoes.

14.5.5.3 Doppler filtering of surface clutter: The first technique (‘Doppler filter’ or well known ‘synthetic aperture radar’ (SAR) approach) takes advantage of the forward motion of the spacecraft to distinguish along-track displaced echoes in the Doppler frequency domain.

The Doppler spectrum is Nyquist sampled providing a proper PRF, and then a lowpass filter is applied in each range cell to cut off the high frequency contributions, which correspond to off-nadir received echoes.

Notice that the Nadir scattering area (in the noncoherent scattering case, where the surface clutter reduction is a relevant problem), given by (14.47)

$$S_C = \pi 2H\Delta \quad \Delta = \frac{c}{2B_w}$$

(14.59)

where $\Delta$ is the range resolution, considering the output of the only central Doppler filter and assuming that the along-track spatial resolution is $K$, is reduced to

$$S_{CR} = 2K\sqrt{2H\Delta}$$

(14.60)

The off-nadir surface scattering area, corresponding to the sub-surface scattering from the $z$ depth, is also reduced by the Doppler filtering from the value given by (14.60) to

$$C_{CR} = 2K\sqrt{2H\Delta} \left( \sqrt{\frac{z}{\Delta}} - \sqrt{\frac{z}{\Delta}} - 1 \right)$$

$$C_C = \pi 2H\Delta$$

(14.61)
In consequence, the ratio between sub-surface received power and surface clutter power is improved by a factor

$$IF = \sqrt{\frac{z}{\Delta}} \left( 1 - \sqrt{1 - \frac{\Delta}{z}} \right)$$  \hspace{1cm} (14.62)

so that an $IF \approx 12 \text{ dB}$ can be obtained by this technique at high depths.

**14.5.5.4 Dual antenna clutter reduction:** The radar sounding geometry is depicted in Figure 14.16. The main problem to be faced in this operative mode is given by the fact that, operating with only the dipole antenna, the unwanted off-nadir surface echoes from the zones called A and B in the Figure (crosstrack direction) arrive at the radar superimposed with the wanted nadir echo from the sub-surface discontinuity.

Operating with only the dipole antenna, the unwanted off-nadir surface echoes from the zones in the crosstrack direction arrive at the radar superimposed with the wanted nadir echo from the sub-surface discontinuity.

Moreover, by considering the selected orbit ($250 < H (\text{km}) < 800$) and the maximum expected depth of C, the off-nadir angle $\theta$ is given by

$$\theta = \cos^{-1} \left( \frac{1}{1 + \sqrt{\varepsilon d/H}} \right)$$  \hspace{1cm} (14.63)

where $\varepsilon$ is the real part of the dielectric constant of the sub-surface medium, $H$ is the orbit height and $d$ is the penetration depth.

This corresponds to zones A and B and is included in the range from 10 to 16 deg. (Figure 14.16), so it must be expected that the echoes coming from A and B are very strong with respect to the echo coming from C. Moreover, a secondary monopole antenna, oriented along the nadir axis, will receive mostly the off-nadir surface returns,

---

*Figure 14.16  Radar sounding geometry*
so that could be subtracted by the primary antenna composite signal, further reducing the surface clutter level (\(\sim 15-20\) dB).

### 14.5.6 Summary

Notice that, on the dayside of Mars, the ionosphere Figure 14.10 does not allow the use of frequencies \(< \sim 3\) MHz for sounding. Hence, on day side operations only the 4 MHz and 5 MHz frequencies will be able to penetrate the ionosphere and will be used for sub-surface sounding. The best penetration capabilities will be obtained during night side observation, when also the longest wavelengths can be operated.

The multi-frequency observation will allow the estimation of the material attenuation in the crust and will give significant indications on the dielectric properties of the detected interfaces.

To maximise the sounding depth against rough surfaces, three different methods to separate sub-surface reflections from synchronous echoes coming from off-nadir surface reflections (surface clutter) can be used:

(i) Doppler beam sharpening: the Doppler azimuth processing significantly reduces the surface echoes coming from along-track off-nadir reflections. The improvement on the overall surface clutter attenuation has been shown to be \(\sim 10-12\) dB at high depths.

(ii) Moreover, a secondary monopole antenna, oriented along the nadir axis, will receive mostly the off-nadir surface returns, which could thus be subtracted by the primary antenna composite signal, further reducing the surface crosstrack clutter level (\(\sim 15-20\) dB).

(iii) Echo profiles collected at two different frequencies can be processed to separate the sub-surface reflections, which are strongly dependent on the frequency, from the surface reflections, which are mostly frequency independent. The achieved improvement can reach 10–15 dB.

The first surface reflection echoes in sounder operations will be processed to give estimations of the average height, roughness and reflection coefficient of the surface layer, according to the classical altimetric approach (surface altimetry).

By measuring the time delay of the echo, it will be possible to estimate the average distance of the radar from a reference flat surface level, while the duration of the waveform leading edge will be proportional to the large scale surface roughness averaged over the pulse limited spatial resolution cell. Finally, the peak value of the average echo waveform will be used to estimate the backscattering coefficient and, in conjunction with the roughness value, to estimate the Fresnel reflection coefficient of the surface.

### 14.6 Summary

While most GPR systems are used in close proximity to the ground, remote sensing using airborne systems has been able to map ice formations and glaciers, and penetrate
through forest canopy on the earth. The use of SAR radar techniques to penetrate the vegetation and dry soil of the earth has provided some outstanding examples of the capability of GPR techniques for remote sensing. Airborne GPR, processed using synthetic aperture techniques, has been used to detect buried metallic mines from a height of several hundred metres in SAR (synthetic aperture radar) mode. In addition, the SIR-C satellite SAR radar has imaged buried artefacts in desert conditions, and the JPL website http://southport.jpl.nasa.gov/sir-c/ is an important source of radar imagery. As can be seen by the contributions in this Chapter, the science of planetary exploration is developing and models of our neighbouring planets are developing apace, particularly for Mars. GPR has established a role not only in the exploration of our own planet but for space exploration.
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15.1 Introduction

There is an ever increasing range of commercially available equipment for surface-penetrating radar applications. There are now a number of manufacturers and suppliers of equipment, and a list is provided in Section 15.2. This Chapter provides a brief introduction to selecting equipment.

Prospective users of equipment must satisfy themselves that their selection meets their perceived needs in terms of application, material environment, speed of operation, etc. Section 15.2 does not imply any recommendation or endorsement of any of the products or their manufacturers. It is to be hoped that incremental developments in the overall performance of radar systems will result in a more sophisticated and user friendly generation of equipment. The end-user requires value for money, lightweight, compact, rugged equipment and easy to interpret radar images. The designers and manufacturers should be encouraged to meet these needs.

All equipment should meet National and International regulations and no equipment (of whatever age) should be operated in contravention of these requirements. Operators of surface-penetrating radars are required to comply with their country’s licensing and EMC requirements and any safety regulations, for example intrinsic safety in hazardous environments.

As a general rule it is unlikely that one size of antenna will cover a full range of applications and it will be necessary to use large antennas to achieve greater range and small antennas to provide increased resolution. In general, manufacturers of surface-penetrating radar offer a range of antennas which can be used with a single control unit. There are considerable variations in system characteristics, and the prospective user should evaluate the manufacturers’ stated specifications.

The power per spectral line radiated by the antenna is of prime importance in judging the performance potential of a particular system. One way of evaluating this is to consider the RF pulse repetition frequency (prf) and the effective bandwidth of the RF pulse (applied to the antenna terminals). In the case of a radar with a 50 kHz prf
and an effective RF pulse bandwidth of 50 kHz to 1 GHz, the power to the antenna is spread over 20,000 spectral lines each separated by 50 kHz. Thus a transmitter applying a 100 V peak voltage pulse to a 50-input impedance antenna will apply 200 W peak power, and the peak power per spectral line applied to the antenna will be 10 mW.

A radar with a 1 MHz prf and a 22 V peak voltage pulse applied to the same antenna will provide the same peak power per spectral line but the peak field strength across the antenna terminals will be reduced by a factor of nearly 5, thus enabling the latter to offer more inherent compliance with intrinsic safety requirements.

The overall performance of a radar system can be considered using the following example. Given a comparable radiated power per spectral line the performance of a radar is primarily defined by the performance of the receiver. Here it is the receiver signal to noise ratio and the clutter performance which are of prime importance.

The noise of the receiver can be derived from

$$N_0 = K(T_a + T_r + L_r T_e)B_n$$ (15.1)

where $K = \text{Boltzmann's constant}$

$T_a = \text{antenna noise temperature}$

$T_r = \text{noise temperature of the RF connection between the antenna and receiver}$

$L_r = \text{loss of the RF components (cables etc.)}$

$T_e = \text{receiver noise temperature}$

$B = \text{receiver bandwidth}$

or

$$N_0 = K(T_a + T_r + L_r T_0 (F_n - 1))B_n$$ (15.2)

where $T_0 = \text{reference temperature of 290 K}$ and $F_n = \text{noise figure of the receiver}$.

Most impulse radar systems use a sequential sampling diode receiver whose noise figure is generally poor compared with conventional radar systems. Certainly, values for the noise figure of between 10 dB to 30 dB are not unusual.

If a system with the following values is assumed ($F = 30 \text{ dB}$, $L_r = 6 \text{ dB}$ losses, temperature $= 290 \text{ K}$ and a 1 GHz bandwidth), then

$$N_0 = 1.38 \times 10^{-23} (290 + 1051 + 4.625 \times 290(10^3 - 1)) \times 10^{-9}$$

$$= 1.85 \times 10^{-8} \text{ W}$$ (15.3)

Hence the receiver rms noise voltage assuming a 50 $\Omega$ input impedance for the receiver

$$E_o = 1 \text{ mV rms}$$

and for a $5:1$ signal to noise ratio the signal is given by

$$E_s = 5 \text{ mV rms or 7 mV}_{pk}$$

As, in general, most RF sampling diodes are not capable of accepting input voltages greater than 1 $V_{pk}$ in their linear region of operation, the receiver has an effective
This value can be increased either by reducing the RF system bandwidth or by applying time varying gain prior to the RF sampling head and thus reducing the peak signal level at close ranges. Typically a compression of up to 30 dB is practical, thus immediately improving the receiver dynamic range to 68 dB. Note that applying time varying gain after the RF sampling process does not increase the receiver dynamic range. Alternatively, averaging the RF sampled signal effectively improves the signal to noise ratio in proportion to $20 \log N$, where $N$ is the number of samples. Averaging prior to digitisation can only improve the signal to noise ratio to a level defined by the dynamic range of the analogue/digital converter which, for a 16-bit module, would be 96 dB. Further averaging of the sampled data would have to take place in software and will slow down the rate of system data acquisition in direct proportion to the number of averages.

For example, a 60 dB improvement in signal to noise ratio from a 16-bit analogue to digital converter would require 106 averages to be performed. A radar with a data transfer rate of 50 scans/s would be slowed to a rate of approximately 4 scans/day, which is clearly impractical.

Other issues that the user should consider are the radiated pulse fidelity and the rate of decay in time of the latter. Evidently the radiated pulse should be localised in time and not be spread over many nanoseconds due to either multiple reflections within the antenna or antenna feed system. Practically a rate of decay in excess of 20 dB per pulse length is necessary for uncluttered radar images.

Additionally the user should confirm that the receiver does not exhibit nonlinear RF sampling characteristics, and a practical test is, in a clear outdoor area, to use a flat metal plate target of 1 m$^2$ and observe the received signal while increasing the range between the target and antenna. The reflected signal should be localised in time and no spurious echoes should be observed at other times.

It is possible to draw up a 'shopping list' of rule of thumb user requirements against which to select suitable equipment. These are given below but the user is advised to assess performance on a calibrated test rig or site wherever possible.

Table 15.1 provides an indication of suitable pulse durations, centre frequency and achievable depth resolution for a range of target depths given certain assumptions. Any variations on these will change the appropriate selection.

The following example should enable the user to compare how closely a particular piece of equipment meets a particular requirement (Table 15.2). For convenience all powers are referred to as 1 mW and are expressed in dBm (dB with respect to 1 mW). The procedure is to work through the list checking that the parameters specified are
met by the system under consideration. The exercise allows variations to be identified and the user to determine whether such variations can be accepted.

The example chosen is a 1.0-ns-duration radar with a target depth range of <0.5 m. The example given should enable the potential user to identify, at least on paper, the salient features of the system to be assessed, but practically a field test on a calibrated site is usually the best method of deciding whether a particular piece of equipment will meet the requirements of the applications.

15.1.1 Survey methods

An operator of a surface-penetrating radar equipment must have a fundamental understanding of the principles of the technique as well as expertise in the evaluation of the radar data. Unless this is the case it is more than likely that the equipment will not be used to its maximum capability and both the operator and the client will be disappointed in the outcome. The effect of the material and its structure can significantly change the set-up of the equipment and its mode of operation, and the correct selection is needed for the site under investigation.

Ideally an informed and accurate site description should be obtained prior to survey or, failing this, an on-site assessment should be carried out. Whenever possible local geological maps should be used, together with, if available, site or structural plans. By these means it is possible to determine in advance the type of equipment, its pulse length or operating frequency range, recording and signal processing requirements. Where required the equipment should be capable of on-site data presentation. There is a significant difference in the equipment needed for general search activities and, for example, a road survey where multiple sets of equipment are often employed.

Accurate records of the site are essential to subsequent data analysis and interpretation. The site characteristics recorded should consist of the following whenever the information is available.
<table>
<thead>
<tr>
<th>ID</th>
<th>System requirement</th>
<th>Specified value</th>
<th>Enter value for system under consideration</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Pulse duration, s</td>
<td>$1.10^{-9}$</td>
<td>?</td>
</tr>
<tr>
<td>B</td>
<td>Peak pulse power, V</td>
<td>50 V</td>
<td>?</td>
</tr>
<tr>
<td>C</td>
<td>Pulse interval, s</td>
<td>$1.10^{-6}$</td>
<td>?</td>
</tr>
<tr>
<td>D</td>
<td>Peak pulse power, W</td>
<td>50 W</td>
<td>?</td>
</tr>
<tr>
<td>E</td>
<td>Mean pulse power in watts ($D \times A/C$)</td>
<td>50 mW</td>
<td>$D \times A/C$</td>
</tr>
<tr>
<td>F</td>
<td>Mean pulse power, dBm</td>
<td>17 dB m</td>
<td>?</td>
</tr>
<tr>
<td>G</td>
<td>Receiver bandwidth ($-3$ dB bandwidth)</td>
<td>1 GHz</td>
<td>?</td>
</tr>
<tr>
<td>H</td>
<td>Thermal noise power (KTB)</td>
<td>$-84$ dB m</td>
<td>?</td>
</tr>
<tr>
<td>I</td>
<td>Receiver noise power referred to the input (usually a measured value)</td>
<td>$-78$ dB m</td>
<td>?</td>
</tr>
<tr>
<td>J</td>
<td>Receiver min detectable signal power (usually 14 dB greater than I)</td>
<td>$-64$ dB m</td>
<td>?</td>
</tr>
<tr>
<td>K</td>
<td>Averaging improvement = $20 \log N$, where $N$ = number of averages prior to digitisation</td>
<td>$= 10$ dB</td>
<td>$= 20 \log N$</td>
</tr>
<tr>
<td>L</td>
<td>Receiver minimum detectable signal power</td>
<td>$= -74$ dB m</td>
<td>?</td>
</tr>
<tr>
<td>M</td>
<td>Time varying gain variation prior to RF sampling</td>
<td>$= 30$ dB</td>
<td>?</td>
</tr>
<tr>
<td>N</td>
<td>Receiver max input signal with no time varying gain (TVG). Measured value</td>
<td>$= +13$ dB m</td>
<td>?</td>
</tr>
<tr>
<td>O</td>
<td>Receiver max input signal with TVG $= M + N$</td>
<td>$= +43$ dB m</td>
<td>$= M + N$</td>
</tr>
<tr>
<td>P1</td>
<td>Equivalent receiver dynamic range $= O - L$</td>
<td>$= 117$ dB</td>
<td>$= O - L$</td>
</tr>
<tr>
<td>P2</td>
<td>Actual receiver dynamic range $= N - L$</td>
<td>$= 87$ dB</td>
<td>$= N - L$</td>
</tr>
<tr>
<td>Q</td>
<td>Antenna Tx/Rx isolation</td>
<td>$= -40$ dB</td>
<td>&gt;?</td>
</tr>
<tr>
<td>R</td>
<td>Peak receiver signal ($D - Q$)</td>
<td>$+6.9$ dB m</td>
<td>$= D - Q$</td>
</tr>
<tr>
<td>S</td>
<td>Check is $R \ll 0$</td>
<td>Yes</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>Pulse ringdown per pulse length</td>
<td>$&gt; -20$ dB</td>
<td>?</td>
</tr>
<tr>
<td>U</td>
<td>Spurious reflections (to be less than the dynamic range)</td>
<td>$&gt; -100$ dB</td>
<td>?</td>
</tr>
<tr>
<td>V</td>
<td>Analogue to digital converter dynamic range (to be greater than P2) (16-bit)</td>
<td>96 dB</td>
<td>?</td>
</tr>
<tr>
<td>W</td>
<td>Data transfer rate in samples/s to meet P2 requirement (assumes an equivalent pulse interval of $1.10^{-5}$ s)</td>
<td>0.4 Msamples/s</td>
<td>?</td>
</tr>
<tr>
<td>W1</td>
<td>Effective sample acquisition time (pulse interval x number of averages)</td>
<td>$1.10^{-5}$ s</td>
<td>?</td>
</tr>
<tr>
<td>W2</td>
<td>Data transfer rate in samples/s to meet P2, V and W1 (V/W1)</td>
<td>1.6 Msamples/s</td>
<td>?</td>
</tr>
<tr>
<td>X</td>
<td>Data transfer rate in scans/s to meet P2 requirement</td>
<td>100 scans/s</td>
<td>?</td>
</tr>
</tbody>
</table>
### Table 15.2 Continued

<table>
<thead>
<tr>
<th>ID</th>
<th>System requirement</th>
<th>Specified value</th>
<th>Enter value for system under consideration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>Software:</td>
<td>TBD</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>Processing</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>File Format SEG, etc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Archiving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>Power consumption at 12 V</td>
<td>TBD</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>110 V</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>240 V</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA</td>
<td>Total system components</td>
<td>TBD</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>Total system weight</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shock/vibration/temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BB</td>
<td>Maintainability</td>
<td>TBD</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>Upgradeability</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flexibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Speed of deployment and use</td>
<td>TBD</td>
<td></td>
</tr>
<tr>
<td>CC</td>
<td>Type of target:</td>
<td>TBD</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>planar–delamination, geological</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>linear–pipe, cable void</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>cylindrical</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>spherical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>Parallel dipole shielded</td>
<td>TBD</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>Parallel dipole unshielded</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Crossed dipole shielded</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Crossed dipole unshielded</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEM horn shielded</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEM horn unshielded</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Array size/elements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE</td>
<td>Licensing and CE mark</td>
<td>Compliant</td>
<td>?</td>
</tr>
</tbody>
</table>

### 15.1.2 Site characteristics

Access by vehicle/foot  
Grid reference  
Ordnance survey map reference  
Local plans  
Aerial photographs  
Ground photographs  
Construction plans  
Historical records
15.1.3 Surface characteristics

Man-made or natural
Site use
Surface flatness
Vegetation
Boundaries
Tracks/paths
Disturbance/anomalies
Surface water/frost/ice/snow

15.1.4 Material characteristics

Man-made, e.g. concrete/bitumen/slabs/brick/wood
Natural, e.g. grass/soil (clay, clay loam, sandy silt loam etc.)/rock
Sub-surface geology
Bedrock geology

15.1.5 Target characteristics

Description of target
Size of target
Target composition
Depth of target
Date of construction

Various methods can be used to record the site dimensions, ranging from simple tape measurements and careful marking out, to electronic distance measurers of the total station type. The latter can be used to log data onto a separate computer. However, there is still a need to crossreference data gathered by the radar and integrate these with an accurate plan of the site. One approach is to use a measurement system which automatically triggers the radar at predetermined spatial intervals. Alternatively, positions can be defined by a differential GPS co-ordinate system. These must be correctly set up to achieve the accuracy needed for GPR data recording.

There are two main types of survey: the linear (B-scan) or a survey area (C-scan). The linear survey is in general suitable for road structures where a planar structure is under investigation. Where features such as pipes or cables are sought a B-scan is often insufficient to establish the line of a pipe, as a single point reflector such as a large stone can cause the same radar image as a scan over a pipe. A C-scan is therefore useful as a means of producing a plan view of the area of interest. The general assessment of the area to be surveyed should take into account the dimensions of the target and the grid size should be adequate to resolve its area dimensions. It may be
necessary to estimate a maximum spacing which can be reduced over a particular area of interest in order properly to resolve that feature. The requirements for detection are less stringent than for imaging. For detection a survey grid spacing may only need to be sufficient to cover the area of the target, whereas target imaging must meet general sampling requirements and in addition each line must be correctly registered with respect to its neighbour.

Another consideration is the plane of polarisation of the electromagnetic energy. For targets with one large area dimension such as a pipe, the radar cross-scattering section will be larger when the polarisation vector is in line with the pipe. This means that any area that is surveyed with, say, parallel dipoles must be surveyed in orthogonal directions to ensure that no targets are missed. The same principle also relates to crossed-dipole antennas.

The speed of survey must also take into account sampling considerations. A survey wheel is generally used to control either the speed of operation of the radar or to place distance markers on the data record. The speed of survey is usually governed by the effective data-acquisition rate of the radar. It is appropriate to consider the spatial sampling interval in terms of either the interval between each A-scan or the number of A-scans per metre. If the effective data-acquisition rate of the radar system is given by \( t_a \) and the spatial sampling interval is given by \( d \), the maximum speed of survey is given by

\[
V_a = \frac{d}{t_a}
\]  

(15.6)

At a very small spatial sampling interval, the amount of data that can be generated is large, and consideration must be given to the storage medium and whether this has adequate capacity for the proposed survey. Unprocessed B-scan data are often collected in a 16-bit word format. For example, each A-scan of 256 samples generates 0.5 kbyte of data. At a spatial sampling interval of 1 cm each metre of ground traversed would create 50 kbyte of data. A total length of 1 km would need a 50 Mbyte file length. For multiple-head radar systems using, say, four radar heads, the data-storage requirements multiply accordingly unless data-compression techniques are used. A general guide to the spatial interval required is that the spatial sampling interval should be 20% of the linear \( x, y \) dimensions of the target. In general, it is advisable that the radar data be monitored as the survey is carried out.

It is also important that the radar survey can be referenced to a local marking point and that the accuracy of the radar survey is known. The traditional method of achieving this is with a survey wheel which either places markers on the B-scan or controls the rate of data acquisition. Unfortunately, such wheels can accumulate errors over a large distance and an additional means of logging known positional information is desirable. As with most survey methods, some flexibility in investigation procedure is important in order to carry out more detailed or supplementary investigations. Both the client and the survey operator should allow for variations to the planned work. It is also useful to obtain on-site 'ground truth' by means of excavation or endoscopic inspection to validate any calibration information previously made.
15.2 List of companies offering GPR technology

The following is a list of companies associated with the development manufacture and supply of GPR equipment. The prospective purchasers of goods or services should satisfy themselves that the materials or services are fit for purpose. No endorsement is implied by the inclusion of these companies. Given the easy availability of information, via the Internet, the reader should be easily able to find information via a search engine and make a suitable selection of goods or services.

AB Geotechnics Ltd
Aperio
CelsiusTech Electronics
Centre Research Institute of Radio & Electronic Systems (TsNIIREs)
Coleman Research Corporation
Dolphin Geophysical Services
ERA Technology Ltd
GBG
GDE Systems
GeoModel Inc.
GeoRadar Inc.
Geosphere Inc.
Geophysics Australia/GroundSearch
GSSI
Hager-Richter Geoscience, Inc.
IDS S.p.A.
Interpex Ltd
Lamont
MALA Geoscience
Northeast Geophysical Services
Omnitron
Patriot Scientific
Phoenix International, Inc.
Radar Data Service
Radar Systems, Inc.
Road Radar Ltd
Roadscanners Oy
Rock Creek Geophysics, Inc.
Sandmeier Scientific Software
Sensors & Software
Terraplus USA Inc.
Utai Electronics
16.1 Regulation

For over three decades GPR systems have been used with virtually no evidence to suggest that they cause interference to other users of the radio spectrum. There are good reasons for this situation.

Compared with the number of mobile phones, GPS users and other occupants of the same bandwidth, the number of GPR systems is very small, hence the potential for interference is low. GPR systems are not operated for extended duration and their mean radiated power is very low. GPR systems are often operated in areas where there is a low density of population. GPR systems are designed to radiate energy into the ground, where it is quickly absorbed. For all these reasons it is not surprising that properly documented and recorded incidents of interference are minuscule in number.

GPR systems operate from 10 MHz up to 5 GHz with a decade bandwidth within that range. This characteristic puts GPR into the most extreme class of ultra-wideband radars. Like most other ultra-wideband technologies, GPR devices fall outside any formal regulatory framework, and concerns have been raised about their potential interference with licensed radio frequency receivers.

In many countries, waivers to existing rules have been given to GPR systems that are equipped with a shut-off switch that automatically stops the radiation when the GPR system is lifted from the ground surface, or is not operated horizontally. This additional requirement acknowledges that emissions into the air from GPR under normal operating conditions are unintentional.

16.1.1 Europe

Within the European Union (EU) there are two main considerations governing the use of ultrawideband radar (UWB) or ground penetrating radar (GPR). These are the use of the equipment as a deliberate radio frequency radiator and as an equipment that must satisfy the EMC requirements of the EU.
The use of an ultrawideband radar or ground penetrating radar as an intentional radiator over a wide frequency spectrum suggests that it can be considered to fall within the category of short range devices (SRDs) such as movement detectors and metal detectors. This comes within the scope of the R&TTE Directive, which covers SRDs.

Currently, Draft European Standard ETSI EN 302 066-1 V1.0.0 is proposed. However, until this is approved each member country has dealt with UWB/GPR on an individual basis subject to approval by the national radio licensing authority. Information on ETSI standards can be found at http://www.etsi.org. Planned legislation and an ETSI specification at some time in the future means that this equipment will eventually need to conform to the R&TTE Directive. In the short term until a new product specification is introduced and formally published in the Official Journal of the European Communities then the EMC Directive should be applied.

The draft ETSI document ETSI EN 302 066-1 V1.0.0 (2003-02) applies to short range devices (SRDs) for specifically ground- and wall-probing radars with transmitters and receivers using ultra-wideband (UWB) spread spectrum technology. Specifically:

(a) ground penetrating radars (GPR) operating in the frequency range 30 MHz to 12.4 GHz radiating directly downwards into the ground. Any horizontal radiation is caused by leakage and is considered as spurious emission
(b) wall-penetrating radars operating in the range from 3.1 to 10.6 GHz with averaged and peak power densities up to \(-51.3\) dBm/1 MHz and \(-34\) dBm/3 MHz, respectively.

In the UK, GPR technology has been used under temporary use licenses under approval by the UK Radiocommunications Agency, which is currently working on legislation to permit the use of GPR. In Germany and Belgium, the appropriate licensing authorities have permitted the use of GPR systems under strict controls. In practical terms, this involves the use of a ‘dead man’s handle’ to require positive operation of the transmitter as well as a proximity sensor to ensure proper coupling with the ground.

All equipment, including ultra-wideband radar or ground penetrating radar, must be CE marked to demonstrate that it satisfies the relevant directives of the European Union. The CE mark may only be applied when the requirements of all other relevant EU Directives, such as safety, have also been demonstrated. Europe has defined electromagnetic environments and agreed European Norm (EN) specifications with test levels defined. These specifications have product, product family and generic requirements with the application in that order of precedence. For commercial EMC, there are emissions and immunity requirements. The emission requirements have been defined through the CISPR international committees and the immunity through the IEC committees.

There are two European Directives under which the UWB/GPR EMC requirements could be defined.

The EMC Directive (89/336/EEC) has been applicable to all electrical and electronic equipment since January 1996. In the R&TTE Directive (1999/5/EC), which
came into force in April 2000, the requirements are specifically related to radio equipment and telecommunications terminal equipment. It references both EMC and safety (low voltage directive). With respect to radio devices, the emphasis is on those devices having a specific transmission function; receiver only type equipment remains within the requirements of the EMC Directive.

For both the EMC and R&TTE Directives, EMC specific requirements are defined by the harmonised generic or product specifications with crossreference to common basic test procedures for the different types of test defined. The product specifications generally define operating and functional performance requirements more specifically than generic specifications.

For European Union requirements, the specification considered relevant to the application for emissions is the residential, commercial and light industrial generic emissions specification EN 50081-1. The radiated emission level is defined as 30 dB $\mu$V/m (30–230 MHz) and 37 dB $\mu$V/m (230–1000 MHz) at a 10-m measurement distance. Tests are recommended to be extended up to 10 GHz to provide information on the emission spectrum where this is appropriate.

Immunity requirements should be based on the criticality of the equipment and the severity of the operational environment. For this type of equipment, a performance malfunction could have a fatal outcome for either the operator or civilian personnel. As a result, the industrial generic EMC specification EN 61000-6-2 is recommended with modifications as the minimum requirement.

The applicable tests recommended are:

- radiated immunity at 10 V/m plus modulation (80–1000 MHz) with an over test to 20 V/m for confidence, with the test to be extended to cover the 1.75 GHz mobile cell phone band
- electrostatic discharge tests but with the limits increased to cover the application of this equipment in very dry conditions ($\pm$15 kV air and $\pm$8 kV contact discharges).

16.1.2 United States

An excellent paper on the situation was produced by Olhoeft [1] (see website http://www.g-p-r.com/), who summarised the situation in the United States, which is as follows. The Federal Communications Commission (FCC) and National Telecommunications and Information Administration (NTIA) jointly regulate radio spectrum use in the United States. Within the FCC, the Office of Engineering and Technology (OET) provides advice on technical and policy issues pertaining to spectrum allocation and use. OET also maintains the FCC’s ‘Table of Frequency Allocations’. The International Telecommunication Union (ITU), headquartered in Geneva, Switzerland, is the international organisation within which governments co-ordinate global telecom networks and services. The United States is a member of the ITU. Further assessments of the issues concerning UWB radar systems and other users is given by Anderson et al. [2, 3], Brunson et al. [4], Hoffman et al. [5] and Kissick [6], and reports by Johns Hopkins University [7], NTIA [8] and RTCA [9].

Until the FCC produced the First Report and Order (R&O 02-48) on 14 February 2002, the use of GPR was only officially permitted for those who had received waivers
from the FCC or NTIA. Legal waivers to manufacture GPR were issued to US Radar Inc. (using technology developed by ERA Technology UK), Time Domain Inc. and Zircon Corp. in June 1999, and expired with the R&O.

Waivers to build or use ground penetrating radar were issued to the US Geological Survey, US Army and US DOE by NTIA (or predecessors) from about 1976.

In May 2002, the FCC published a Notice of Proposed Rule Making (NPRM) on ultra-wideband transmission systems for public comment before the new rules were ratified. The new regulations took effect on 15 July 2002, with last minute modifications made on 12 July 2003.

Anyone owning GPR equipment in the US had to register with the FCC by the 15 October 2002. New equipment owners must also register. Approval for manufacturers follows the procedure described below. Each GPR/antenna must be tested by an independent laboratory for compliance with the regulations. The manufacturer will then submit a detailed description of the GPR/antenna to the FCC. The FCC will in turn certify the system and issue an ID number for that particular model antenna/system. The ID number is applied to every new antenna shipped. After 15 July 2002, new users must register with the FCC by submitting the same form, but with the antenna ID listed for each antenna.

Part of the proposed limitations on GPR relate to the levels of radiated signal, and a graph of the EIRP limit in dBm is shown in Figure 16.1.

Current information can be found on the following websites and points of contact:

golhoeft@mines.edu
http://www.ntia.doc.gov
http://www.itu.int

![UWB EIRP emission level, dBm](image)

**Figure 16.1  FCC proposed emission limits**
16.1.3 Summary

The user of existing equipment should ensure compliance with existing national regulations and the new user should ensure that equipment is compliant with new legislation. The changing nature of much of the ITU, European (ETSI) and US standards is such that up to date information should be obtained. Many other countries will have specific requirements and proper advice should be sought.

16.2 Radiological aspects

In the UK, the National Radiological Board (NRPB) has responsibility for providing advice on appropriate restrictions on the exposure of people to electromagnetic fields and radiation. These include static, power frequency (50 Hz) and other extremely low frequency (ELF) electric and magnetic fields, and radiofrequency (RF) fields and radiation. Guidance limiting exposure to time varying electric and magnetic fields is issued at regular intervals. There has been a long history of research into radiological aspects, and the NRPB [10, 11] reported on health issues.

NRB recommendations are based on an assessment of the possible effects on human health derived from biological information [12–14], from dosimetric data [15, 16], and from studies of exposed human populations [11, 17]. They apply equally to workers and to members of the public but not to people who are exposed to electromagnetic fields and radiation for medical diagnostic or therapeutic purposes; guidance for the protection of patients and volunteers during clinical magnetic resonance diagnostic procedures has been issued separately (ANSI [18]). These recommendations are intended to provide a framework for a system of restrictions on human exposure to these fields and radiations [19].

A large number of studies of human populations exposed to electromagnetic fields and radiation have been carried out. They have examined general health, birth outcome and cancer incidence. These epidemiological studies have been reviewed in Reference [11]. In addition, an Advisory Group set up by the Board has examined in detail the evidence for an association between the incidence of childhood and adult cancers and exposure to electromagnetic fields.

The NRB advise that electromagnetic radiation of frequencies greater than 100 kHz and less than 300 GHz both induce current and thermal effects are relevant, but above 100 MHz, only thermal effects are considered. The specific absorption rate (SAR) is measured in units of watts per kilogram (W kg⁻¹), and given in Table 16.1.

Further information is available from the FCC at the following website: rfsafety@fcc.gov; see also Reference [20].

The IEEE have published a number of papers dealing with the issue of biological effects, and further details can be gathered from the following organisations:

- ANSI [18]
- IEEE [21]
- National Council on Radiation Protection and Measurements [22]
Table 16.1 Permitted absorption levels

<table>
<thead>
<tr>
<th>Frequency range</th>
<th>Quantity</th>
<th>Basic restriction</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 kHz to 10 MHz</td>
<td>Current density in the head and trunk</td>
<td>$F/100 \text{ mA m}^{-2}$</td>
</tr>
<tr>
<td>100 kHz to 10 GHz</td>
<td>SAR averaged over the body and over any 15-min period</td>
<td>$0.4 \text{ W kg}^{-1}$</td>
</tr>
<tr>
<td>100 kHz to 10 GHz</td>
<td>SAR averaged over any 10 g in the head and foetus and over any 6-min period</td>
<td>$10 \text{ W kg}^{-1}$</td>
</tr>
<tr>
<td>100 kHz to 10 GHz</td>
<td>SAR averaged over any 100 g in the neck and trunk and over any 6-min period</td>
<td>$10 \text{ W kg}^{-1}$</td>
</tr>
<tr>
<td>100 kHz to 10 GHz</td>
<td>SAR averaged over any 100 g in the limbs and over any 6-min period</td>
<td>$20 \text{ W kg}^{-1}$</td>
</tr>
</tbody>
</table>

- American Conference of Governmental Industrial Hygienists [17]
- International Radiation Protection Association [23].

The available evidence indicates that moderate absorption rates (approximately 1 W/kg) can be tolerated by human beings. Some standards also provide data on maximum allowable partial body exposures and criteria for avoiding RF shocks and burns.

It should be noted that SAR criteria do not apply to exposures at low frequencies (<100 kHz), for which nerve stimulation (shock) occurs, or at frequencies >6 GHz, for which surface heating prevails.

It is most unlikely that GPR radiation levels will approach the permitted levels as the radiated power levels of typical GPR systems are to the rear of an antenna in the region of nW m$^{-2}$.

16.3 EMC

Some examples of GPR waveforms and measured spectra as well as typical sources of interference to GPR systems are described in this Section. A typical time domain GPR system transmits a pulse of the form shown in Figure 16.2.

The calculated frequency domain representation of such a pulse repeated at a rate of 1 μs takes the form shown in Figure 16.3 and on an expanded scale in Figure 16.4.

The measured spectrum from a GPR radar with an impulse of 2 ns’ duration and amplitude 2.5 V repeated at 1 μs intervals is shown in Figures 16.5 and 16.6.
A simple example shows the level of radiated power from a typical GPR system with certain assumptions in terms of antenna efficiency:

Peak voltage applied to the antenna = 10 V for 2 ns duration every 1 μs
Antenna efficiency = 10%
Peak power radiated by the antenna (50Ω) = 0.1(10^2/50)
Total mean power radiated by antenna, $P_{\text{mean}} = \text{peak power times the duty factor}$

\[ P_{\text{mean}} = 0.2 \times 2 \times 10^{-9} / 1 \times 10^{-6} = 0.4 \text{ mW} \]

This is the power radiated omni-directionally from the antenna. However, the antenna is normally closely coupled into the ground and the sidelobes and backlobes of the antenna are significantly lower than the front lobes. Typically, the backlobe should be less than $-40 \text{ dB}$ compared with the front lobe on a well designed antenna.
Figure 16.4  
Frequency domain representation of repetitive pulse waveform in Figure 16.2 (expanded scale)

Figure 16.5  
Measured spectrum up to 2.6 GHz of 2 ns’ duration impulse with measuring antenna facing transmit antenna at a distance of 1 m

The mean power radiated into free space from the rear of the antenna, when on the ground, is

\[ P_{\text{rear}} = P_{\text{mean}} \times 0.01 = 4 \mu W \]

If we assume that this power is radiated uniformly over a hemisphere in a co-sinusoidal pattern then the power radiated per unit solid angle is given by

\[ P_{\text{hemi}} = P_{\text{rear}} \times \frac{1.6}{2\pi} = 1 \mu W \text{ per steradian} \]
It can thus be seen that the potential for interference by GPR with other users is small given that this is the mean power over the band of interest.

Another more serious issue is the potential for interference by other users, and an example of interference by a mobile phone in close proximity is shown in Figure 16.7.
Figure 16.8  Lowpass filtered version of Figure 16.7

Figure 16.9  Interference by a 1 GHz radar system on a GPR

The interference can be filtered out by suitable lowpass filters, and this is shown in Figure 16.8.

GPR is also vulnerable to interference by conventional radar systems, and an example is shown in Figure 16.9.

16.4 Summary

The relatively low numbers of GPR in use throughout the world suggests that GPR is not a major source of electromagnetic radiation. As most GPR systems radiate into the ground the likelihood of interference is very low. For these reasons the licensing authorities appear to have been persuaded that GPR poses little threat. However, both
the FCC and ETSI will be supervising the use of GPR more strictly in the future, and manufacturers, developers and users should ensure that they comply with all of the statutory requirements.

The vast majority of GPR systems radiate at levels well below the internationally agreed limits for radiological hazard.

Care should be taken by users of GPR that mobile phones and other sources of possible interference do not contaminate the data being gathered, but fairly simple filtering can be used to post-process the data and remove the effects of interference.
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### Glossary of terms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>absorbing boundary conditions</td>
</tr>
<tr>
<td>ACF</td>
<td>auto-correlation function</td>
</tr>
<tr>
<td>A-D</td>
<td>analogue to digital</td>
</tr>
<tr>
<td>AM</td>
<td>amplitude modulation</td>
</tr>
<tr>
<td>AP</td>
<td>anti-personnel</td>
</tr>
<tr>
<td>AR</td>
<td>autoregressive</td>
</tr>
<tr>
<td>ARMA</td>
<td>autoregressive moving average</td>
</tr>
<tr>
<td>AT</td>
<td>anti-tank</td>
</tr>
<tr>
<td>B</td>
<td>bandwidth</td>
</tr>
<tr>
<td>CCF</td>
<td>crosscorrelation function</td>
</tr>
<tr>
<td>CD</td>
<td>compact disc</td>
</tr>
<tr>
<td>CMP</td>
<td>common midpoint</td>
</tr>
<tr>
<td>CP</td>
<td>circular polarisation</td>
</tr>
<tr>
<td>CRP</td>
<td>common reflection point</td>
</tr>
<tr>
<td>CW</td>
<td>continuous wave</td>
</tr>
<tr>
<td>D-A</td>
<td>digital to analogue</td>
</tr>
<tr>
<td>DGPS</td>
<td>differential global positioning system</td>
</tr>
<tr>
<td>DMO</td>
<td>depth migration offset</td>
</tr>
<tr>
<td>DSP</td>
<td>digital signal processor</td>
</tr>
<tr>
<td>E</td>
<td>electric field vector</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>ECCM</td>
<td>electronic counter counter measures</td>
</tr>
<tr>
<td>ECM</td>
<td>electronic counter measures</td>
</tr>
<tr>
<td>EMC</td>
<td>electromagnetic compatibility</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunication Standards Institute</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>FCC</td>
<td>Federal Communication Commission</td>
</tr>
<tr>
<td>FDFD</td>
<td>finite difference frequency domain</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>PSD</td>
<td>power spectral density</td>
</tr>
<tr>
<td>PVC</td>
<td>polyvinyl chloride</td>
</tr>
<tr>
<td>R</td>
<td>range</td>
</tr>
<tr>
<td>RAM</td>
<td>radar absorbing material</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RHCP</td>
<td>right-hand circular polarisation</td>
</tr>
<tr>
<td>ROC</td>
<td>receiver operating characteristic</td>
</tr>
<tr>
<td>SAR</td>
<td>synthetic aperture radar</td>
</tr>
<tr>
<td>SFCW</td>
<td>step frequency continuous wave</td>
</tr>
<tr>
<td>SI</td>
<td>synthesised impulse</td>
</tr>
<tr>
<td>SIR</td>
<td>satellite imaging radar</td>
</tr>
<tr>
<td>SNR</td>
<td>signal to noise ratio</td>
</tr>
<tr>
<td>SPIE</td>
<td>Society of Photonic Instrumentation Engineers</td>
</tr>
<tr>
<td>SPM</td>
<td>synthesised pulse modulation</td>
</tr>
<tr>
<td>SPR</td>
<td>surface penetrating radar</td>
</tr>
<tr>
<td>SRD</td>
<td>system requirements document</td>
</tr>
<tr>
<td>TDR</td>
<td>time domain reflectometry</td>
</tr>
<tr>
<td>TEM</td>
<td>transverse electromagnetic</td>
</tr>
<tr>
<td>TNT</td>
<td>trinitrotoluene</td>
</tr>
<tr>
<td>TVG</td>
<td>time varying gain</td>
</tr>
<tr>
<td>URD</td>
<td>user requirements doc.</td>
</tr>
<tr>
<td>UWB</td>
<td>ultra-wideband</td>
</tr>
<tr>
<td>UXO</td>
<td>unexploded ordnance</td>
</tr>
<tr>
<td>VCO</td>
<td>voltage controlled oscillator</td>
</tr>
<tr>
<td>VIR</td>
<td>video impulse radar</td>
</tr>
<tr>
<td>VP</td>
<td>vertical polarisation</td>
</tr>
<tr>
<td>VSWR</td>
<td>voltage standing wave ratio</td>
</tr>
</tbody>
</table>
### List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>velocity of light in free space</td>
<td>$\text{ms}^{-1}$</td>
</tr>
<tr>
<td>$d$</td>
<td>depth</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$E$</td>
<td>instantaneous electric field component of EM wave</td>
<td>$\text{Vm}^{-1}$</td>
</tr>
<tr>
<td>$E_0$</td>
<td>original electric field component $(e = 0, t = 0)$ of EM wave</td>
<td>$\text{Vm}^{-1}$</td>
</tr>
<tr>
<td>$E(z,t)$</td>
<td>electric field at $z, t$ of propagating EM wave</td>
<td>$\text{Vm}^{-1}$</td>
</tr>
<tr>
<td>$f$</td>
<td>frequency</td>
<td>$\text{Hz}$</td>
</tr>
<tr>
<td>$H$</td>
<td>instantaneous electric field component of EM wave</td>
<td>$\text{Am}^{-1}$</td>
</tr>
<tr>
<td>$j$</td>
<td>$\sqrt{-1}$</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>phase constant</td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>Cartesian co-ordinate value</td>
<td></td>
</tr>
<tr>
<td>$y$</td>
<td>Cartesian co-ordinate value</td>
<td></td>
</tr>
<tr>
<td>$z$</td>
<td>Cartesian co-ordinate value</td>
<td></td>
</tr>
<tr>
<td>$A_r$</td>
<td>aperture of receive antenna</td>
<td>$\text{m}^2$</td>
</tr>
<tr>
<td>$B$</td>
<td>bandwidth</td>
<td>$\text{Hz}$</td>
</tr>
<tr>
<td>$G_r$</td>
<td>gain of receive antenna</td>
<td></td>
</tr>
<tr>
<td>$G_t$</td>
<td>gain of transmit antenna</td>
<td></td>
</tr>
<tr>
<td>$P_r$</td>
<td>received power</td>
<td>$\text{W}$</td>
</tr>
<tr>
<td>$P_t$</td>
<td>transmitted power</td>
<td>$\text{W}$</td>
</tr>
<tr>
<td>$q$</td>
<td>charge</td>
<td>$\text{C}$</td>
</tr>
<tr>
<td>$R$ or $r$</td>
<td>range of target from transmitter</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>$f(t)$</td>
<td>function of time</td>
<td></td>
</tr>
<tr>
<td>$f(\omega)$</td>
<td>function of frequency</td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td>Fourier transform</td>
<td></td>
</tr>
<tr>
<td>$F^{-1}$</td>
<td>inverse Fourier transform</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>number of averages</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>sample number</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>attenuation constant in nepers</td>
<td>$\text{m}^{-1}$</td>
</tr>
<tr>
<td>$\alpha'$</td>
<td>attenuation constant</td>
<td>$\text{dB m}^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>phase constant</td>
<td>$\text{m}^{-1}$</td>
</tr>
</tbody>
</table>
\[
\begin{align*}
\text{tan} \delta & \quad \text{material loss tangent} \\
\varepsilon & \quad \text{absolute permittivity of medium} \quad \text{Fm}^{-1} \\
\varepsilon_0 & \quad \text{absolute permittivity of free space} \quad \text{Fm}^{-1} \\
\varepsilon_r & \quad \text{relative permittivity of medium} \\
\varepsilon' & \quad \text{real part of permittivity of medium} \quad \text{Fm}^{-1} \\
\varepsilon'' & \quad \text{imaginary part of permittivity of medium} \quad \text{Fm}^{-1} \\
\varepsilon_s & \quad \text{low frequency static permittivity of medium} \quad \text{Fm}^{-1} \\
\varepsilon_{\infty} & \quad \text{high frequency infinite permittivity of medium} \quad \text{Fm}^{-1} \\
\varepsilon_m & \quad \text{permittivity of medium} \quad \text{Fm}^{-1} \\
\varepsilon_w & \quad \text{permittivity of water} \quad \text{Fm}^{-1} \\
\eta & \quad \text{intrinsic impedance of medium} \quad \Omega \\
\lambda & \quad \text{wavelength} \quad \text{m} \\
\tau & \quad \text{relaxation time of water} \quad \text{s} \\
\omega & \quad \text{angular frequency} \quad \text{Hz} \\
\mu & \quad \text{permeability of medium} \quad \text{Hm}^{-1} \\
\mu_0 & \quad \text{absolute permeability of free space} \quad \text{Hm}^{-1} \\
\mu_r & \quad \text{relative permeability of medium} \\
\pi & \quad \text{pi} \\
\sigma_{DC} & \quad \text{DC or ohmic conductivity of medium} \quad \text{Sm}^{-1} \\
\sigma' & \quad \text{real part of ohmic conductivity of medium} \quad \text{Sm}^{-1} \\
\sigma'' & \quad \text{imaginary part of ohmic conductivity of medium} \quad \text{Sm}^{-1} \\
\nu & \quad \text{velocity of propagation of EM waves in air} \quad \text{ms}^{-1} \\
\nu_r & \quad \text{velocity of propagation of EM waves in material} \quad \text{ms}^{-1} \\
\delta & \quad \text{loss factor in material}
\end{align*}
\]
## Index

<table>
<thead>
<tr>
<th>Index terms</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A</strong></td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td></td>
</tr>
<tr>
<td>Blackman-Tukey</td>
<td>267</td>
</tr>
<tr>
<td>Cooley-Tukey</td>
<td>267</td>
</tr>
<tr>
<td>MUSIC</td>
<td>262</td>
</tr>
<tr>
<td><strong>Antenna</strong></td>
<td></td>
</tr>
<tr>
<td>aperture</td>
<td>134</td>
</tr>
<tr>
<td>Archimedean spiral</td>
<td>138</td>
</tr>
<tr>
<td><strong>array</strong></td>
<td></td>
</tr>
<tr>
<td>bow tie</td>
<td>140</td>
</tr>
<tr>
<td>conical spiral</td>
<td>155</td>
</tr>
<tr>
<td>dielectric</td>
<td>172</td>
</tr>
<tr>
<td>dipole</td>
<td>17</td>
</tr>
<tr>
<td>dispersive</td>
<td>138</td>
</tr>
<tr>
<td>element</td>
<td>138</td>
</tr>
<tr>
<td>field</td>
<td>47</td>
</tr>
<tr>
<td>frequency independent</td>
<td>155</td>
</tr>
<tr>
<td>half-wave dipole</td>
<td>51</td>
</tr>
<tr>
<td>horn</td>
<td>159</td>
</tr>
<tr>
<td>impedance</td>
<td>148</td>
</tr>
<tr>
<td>impulse radiating</td>
<td>152</td>
</tr>
<tr>
<td>loss</td>
<td>17</td>
</tr>
<tr>
<td><em>see also Loss</em></td>
<td></td>
</tr>
<tr>
<td>mismatch</td>
<td>17</td>
</tr>
<tr>
<td>pattern</td>
<td>276</td>
</tr>
<tr>
<td>polarisation</td>
<td>169</td>
</tr>
<tr>
<td>power density</td>
<td>135</td>
</tr>
<tr>
<td>radiation</td>
<td>131</td>
</tr>
</tbody>
</table>
### Index terms

#### Array (Continued)
- Resistivity 142
- Travelling wave 147
- Vivaldi 157 387

#### Archaeology
- 353

#### ARMA
- 267 587
- A-scan 41 593
- Processing 251

#### Attenuation
- Factor 78
- Loss 20

#### Autocorrelation function
- 28 599

#### Autoregressive
- 267
  - See also ARMA

#### Axial ratio
- 170

### B

#### Bandwidth
- 28 185

#### Bistatic
- Configuration 286 570
- Dipole 47
- Mode 493 507

#### B-scan
- 248 290
- Processing 276

#### Bridges
- 383

#### Buildings
- 410

#### Burg
- 268

### C

#### Cables
- 627

#### Causal filter
- 258
<table>
<thead>
<tr>
<th><strong>Index terms</strong></th>
<th><strong>Links</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cepstrum</td>
<td>262</td>
</tr>
<tr>
<td>Characteristic impedance</td>
<td>17 114</td>
</tr>
<tr>
<td>Civil engineering</td>
<td>381</td>
</tr>
<tr>
<td>Clutter reduction</td>
<td>254 596</td>
</tr>
<tr>
<td>Coal</td>
<td>469</td>
</tr>
<tr>
<td>Cole and Cole</td>
<td>50 112</td>
</tr>
<tr>
<td>Common</td>
<td></td>
</tr>
<tr>
<td>depth point estimation</td>
<td>24 33</td>
</tr>
<tr>
<td>offset</td>
<td>33 311 315</td>
</tr>
<tr>
<td>receiver</td>
<td>33</td>
</tr>
<tr>
<td>source</td>
<td>33</td>
</tr>
<tr>
<td>Concrete</td>
<td>108 402</td>
</tr>
<tr>
<td>Conductivity loss</td>
<td>79</td>
</tr>
<tr>
<td>Convolution</td>
<td>251 287</td>
</tr>
<tr>
<td>Correlator</td>
<td></td>
</tr>
<tr>
<td>cross</td>
<td>205</td>
</tr>
<tr>
<td>Crack detection</td>
<td>403</td>
</tr>
<tr>
<td>C-scan</td>
<td>248 277 602</td>
</tr>
<tr>
<td>processing</td>
<td>277</td>
</tr>
<tr>
<td>D</td>
<td></td>
</tr>
<tr>
<td>Data storage</td>
<td>250</td>
</tr>
<tr>
<td>Debye</td>
<td>50 91</td>
</tr>
<tr>
<td>Deconvolution</td>
<td>256 298</td>
</tr>
<tr>
<td>homomorphic</td>
<td>256</td>
</tr>
<tr>
<td>Delay</td>
<td></td>
</tr>
<tr>
<td>maximum</td>
<td>259</td>
</tr>
<tr>
<td>minimum</td>
<td>259</td>
</tr>
<tr>
<td>Depth resolution</td>
<td>28 330</td>
</tr>
<tr>
<td>Desert</td>
<td>652</td>
</tr>
</tbody>
</table>
### Index terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dielectric loss</td>
<td>79</td>
</tr>
<tr>
<td>measurement</td>
<td>96</td>
</tr>
<tr>
<td>properties of man-made material</td>
<td>108</td>
</tr>
<tr>
<td>properties of soil and rock</td>
<td>94</td>
</tr>
<tr>
<td>see also Antenna</td>
<td></td>
</tr>
<tr>
<td>Diode</td>
<td></td>
</tr>
<tr>
<td>dual sampling gate</td>
<td>206</td>
</tr>
<tr>
<td>quad sampling gate</td>
<td>207</td>
</tr>
<tr>
<td>single sampling gate</td>
<td>205</td>
</tr>
<tr>
<td>Dipolar loss</td>
<td>79</td>
</tr>
<tr>
<td>Dirac function</td>
<td>252</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>36 211 695</td>
</tr>
</tbody>
</table>

### E

<table>
<thead>
<tr>
<th>Term</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earth sensing</td>
<td>649</td>
</tr>
<tr>
<td>Electronic counter measures (ECM)</td>
<td>132</td>
</tr>
<tr>
<td>ECCM</td>
<td>132</td>
</tr>
<tr>
<td>Electric field probe</td>
<td>146</td>
</tr>
<tr>
<td>EMC</td>
<td>146</td>
</tr>
<tr>
<td>Ensemble</td>
<td>248 254</td>
</tr>
<tr>
<td>Equipment suppliers</td>
<td>693 701</td>
</tr>
<tr>
<td>ERA Technology</td>
<td>164 425</td>
</tr>
<tr>
<td>Ergodic function</td>
<td>251</td>
</tr>
<tr>
<td>Evanescent waves</td>
<td>135 329</td>
</tr>
</tbody>
</table>

### F

<table>
<thead>
<tr>
<th>Term</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT</td>
<td>266</td>
</tr>
<tr>
<td>FMCW</td>
<td>211</td>
</tr>
<tr>
<td><strong>Index terms</strong></td>
<td><strong>Links</strong></td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Forensic applications</td>
<td>423</td>
</tr>
<tr>
<td>case histories</td>
<td>429</td>
</tr>
<tr>
<td>Fourier transform</td>
<td></td>
</tr>
<tr>
<td>fast, see FFT</td>
<td>219</td>
</tr>
<tr>
<td>inverse</td>
<td>219 387</td>
</tr>
<tr>
<td>short time</td>
<td>550</td>
</tr>
<tr>
<td>Frequency</td>
<td></td>
</tr>
<tr>
<td>filtering</td>
<td>255</td>
</tr>
<tr>
<td>modulated continuous wave, see FMCW</td>
<td></td>
</tr>
<tr>
<td>single</td>
<td>237</td>
</tr>
<tr>
<td>Fresnel-Kirchoff</td>
<td>133 294</td>
</tr>
<tr>
<td>Fresnel region</td>
<td>133 193</td>
</tr>
<tr>
<td>Frozen wave</td>
<td>203</td>
</tr>
</tbody>
</table>

**G**

| Gabor transform                       | 261       |
| Gallium arsenide (GaAs)               | 170 203   |
| Gaussian noise                        | 256 584   |
| Geophysical applications              | 427       |
| Geological structures                 | 466       |
| Glaciers                              | 455       |
| Granite                               | 471       |
| GSSI                                  | 388       |

**H**

<p>| Hertzian magnetic dipole              | 146       |
| High-speed A-D conversion             | 205       |
| Holographic                           | 237 294   |
| Homomorphic deconvolution, see Deconvolution |         |
| Hough transform                       | 297       |</p>
<table>
<thead>
<tr>
<th>Index terms</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydration of concrete</td>
<td>108</td>
</tr>
<tr>
<td><em>see also</em> Concrete</td>
<td></td>
</tr>
<tr>
<td>Hyperbolic spreading</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td></td>
</tr>
<tr>
<td>Ice</td>
<td>91</td>
</tr>
<tr>
<td>IF</td>
<td>213</td>
</tr>
<tr>
<td>Image filter</td>
<td></td>
</tr>
<tr>
<td>Laplacian</td>
<td>296</td>
</tr>
<tr>
<td>highpass</td>
<td>295</td>
</tr>
<tr>
<td>lowpass</td>
<td>295</td>
</tr>
<tr>
<td>Prewitt</td>
<td>296</td>
</tr>
<tr>
<td>Sobel</td>
<td>296</td>
</tr>
<tr>
<td>Image processing</td>
<td>295</td>
</tr>
<tr>
<td>Imaging</td>
<td></td>
</tr>
<tr>
<td>spatial filtering</td>
<td>326</td>
</tr>
<tr>
<td>resolution</td>
<td>330</td>
</tr>
<tr>
<td>Impedance</td>
<td></td>
</tr>
<tr>
<td>intrinsic</td>
<td>76</td>
</tr>
<tr>
<td>81</td>
<td></td>
</tr>
<tr>
<td>Impulse</td>
<td></td>
</tr>
<tr>
<td>function</td>
<td>256</td>
</tr>
<tr>
<td>power</td>
<td>203</td>
</tr>
<tr>
<td>spectrum</td>
<td>164</td>
</tr>
<tr>
<td>Intrinsic safety</td>
<td>693</td>
</tr>
<tr>
<td>Inverse filter</td>
<td>256</td>
</tr>
<tr>
<td>J</td>
<td></td>
</tr>
<tr>
<td>Jitter</td>
<td>201</td>
</tr>
<tr>
<td>K</td>
<td></td>
</tr>
<tr>
<td>Kirchoff</td>
<td>239</td>
</tr>
<tr>
<td></td>
<td>278</td>
</tr>
<tr>
<td>Index terms</td>
<td>Links</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------</td>
</tr>
<tr>
<td><strong>L</strong></td>
<td></td>
</tr>
<tr>
<td>Least squares filter</td>
<td>256</td>
</tr>
<tr>
<td>Licensing</td>
<td>703</td>
</tr>
<tr>
<td>Linear target</td>
<td>20</td>
</tr>
<tr>
<td>Line reflector</td>
<td>19</td>
</tr>
<tr>
<td>Loss</td>
<td></td>
</tr>
<tr>
<td>antenna</td>
<td>16</td>
</tr>
<tr>
<td>antenna mismatch</td>
<td>17</td>
</tr>
<tr>
<td>material attenuation</td>
<td>20</td>
</tr>
<tr>
<td>retransmission coupling</td>
<td>18</td>
</tr>
<tr>
<td>spreading</td>
<td>18</td>
</tr>
<tr>
<td>target scattering</td>
<td>19</td>
</tr>
<tr>
<td>total</td>
<td>21</td>
</tr>
<tr>
<td>transmission coupling</td>
<td>17</td>
</tr>
<tr>
<td><em>see also</em></td>
<td></td>
</tr>
<tr>
<td>Attenuation, Conductivity, Dielectric, Dipolar, Material, Scattering, Transmission</td>
<td></td>
</tr>
<tr>
<td>Low noise amplifier (LNA)</td>
<td>210</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td></td>
</tr>
<tr>
<td>Mala</td>
<td>164</td>
</tr>
<tr>
<td>Mars</td>
<td>657</td>
</tr>
<tr>
<td>Matched filter</td>
<td>190</td>
</tr>
<tr>
<td>Material</td>
<td></td>
</tr>
<tr>
<td>loss</td>
<td>21</td>
</tr>
<tr>
<td>properties</td>
<td>22</td>
</tr>
<tr>
<td>Maximum</td>
<td></td>
</tr>
<tr>
<td>entropy method (MEM)</td>
<td>267</td>
</tr>
<tr>
<td>likelihood method (MLM)</td>
<td>267</td>
</tr>
<tr>
<td>Maxwell</td>
<td>47</td>
</tr>
<tr>
<td>Migration</td>
<td>278</td>
</tr>
<tr>
<td>Mine detection</td>
<td>58</td>
</tr>
</tbody>
</table>

This page has been reformatted by Knovel to provide easier navigation.
<table>
<thead>
<tr>
<th>Index terms</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum phase</td>
<td>251</td>
</tr>
<tr>
<td>Modelling</td>
<td>48</td>
</tr>
<tr>
<td>antenna</td>
<td>50</td>
</tr>
<tr>
<td>discretisation</td>
<td>44</td>
</tr>
<tr>
<td>material property</td>
<td>50</td>
</tr>
<tr>
<td>surface</td>
<td>58</td>
</tr>
<tr>
<td>time domain</td>
<td>45</td>
</tr>
<tr>
<td>Modulation</td>
<td></td>
</tr>
<tr>
<td>amplitude</td>
<td>199</td>
</tr>
<tr>
<td>Moisture content</td>
<td>105</td>
</tr>
<tr>
<td>Moon</td>
<td>649</td>
</tr>
<tr>
<td>Moving average</td>
<td>267</td>
</tr>
</tbody>
</table>

N

<table>
<thead>
<tr>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA</td>
</tr>
<tr>
<td>Near field</td>
</tr>
<tr>
<td>Nichrome</td>
</tr>
</tbody>
</table>

Noise

<table>
<thead>
<tr>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>figure</td>
</tr>
<tr>
<td>reduction</td>
</tr>
<tr>
<td>Nonlinearity</td>
</tr>
<tr>
<td>Nyquist</td>
</tr>
</tbody>
</table>

O

<table>
<thead>
<tr>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil</td>
</tr>
</tbody>
</table>

P

<table>
<thead>
<tr>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peat</td>
</tr>
<tr>
<td>Permafrost</td>
</tr>
<tr>
<td>Permeability</td>
</tr>
</tbody>
</table>

This page has been reformatted by Knovel to provide easier navigation.
<table>
<thead>
<tr>
<th>Index terms</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permittivity</td>
<td>48 50 73</td>
</tr>
<tr>
<td></td>
<td>112 323 540</td>
</tr>
<tr>
<td>Phase constant</td>
<td>78</td>
</tr>
<tr>
<td>Photoconductive switch</td>
<td>203</td>
</tr>
<tr>
<td>Pipes</td>
<td>627</td>
</tr>
<tr>
<td>inspection</td>
<td>644</td>
</tr>
<tr>
<td>Pisarenko</td>
<td>267</td>
</tr>
<tr>
<td>Planar reflector</td>
<td>18 103</td>
</tr>
<tr>
<td>Point scatterer</td>
<td>283 331</td>
</tr>
<tr>
<td>Polarisation</td>
<td>169</td>
</tr>
<tr>
<td>circular</td>
<td>169 241</td>
</tr>
<tr>
<td>elliptical</td>
<td>170</td>
</tr>
<tr>
<td>linear</td>
<td>132 140</td>
</tr>
<tr>
<td>modulation</td>
<td>239</td>
</tr>
<tr>
<td>Probing range</td>
<td>35 119 472</td>
</tr>
<tr>
<td>Prony</td>
<td>264</td>
</tr>
</tbody>
</table>

**R**

Radar

| cross-section               | 464 521     |
| measuring interplanetary bodies | 663          |
| M-sequence                  | 225         |
| noise modulated             | 224         |
| polarimetric borehole       | 483         |
| stepped frequency           | 220         |

Radiological aspects

| 707                        |

Railways

| 412                        |

Rayleigh criterion

| 28 188                     |

Reflection coefficient

| 38 112 658                 |

Relative permittivity

| 19 83                      |

*see also* Permittivity
<table>
<thead>
<tr>
<th>Index terms</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation</td>
<td>86</td>
</tr>
<tr>
<td>Remote sensing</td>
<td>649</td>
</tr>
<tr>
<td>Resistively loaded dipole</td>
<td>141</td>
</tr>
<tr>
<td>Reverse bias</td>
<td>205</td>
</tr>
<tr>
<td>Roads</td>
<td>381</td>
</tr>
<tr>
<td>Rocks</td>
<td>471</td>
</tr>
<tr>
<td>Salt</td>
<td>469</td>
</tr>
<tr>
<td>Sampling</td>
<td></td>
</tr>
<tr>
<td>high-speed gate</td>
<td>203</td>
</tr>
<tr>
<td>Scalogram</td>
<td>260</td>
</tr>
<tr>
<td>Scattering loss</td>
<td>19</td>
</tr>
<tr>
<td>Sensors and Software</td>
<td>50</td>
</tr>
<tr>
<td>Shuttle imaging radar (SIR)</td>
<td>651</td>
</tr>
<tr>
<td>Site characteristics</td>
<td>698</td>
</tr>
<tr>
<td>Skin depth</td>
<td>649</td>
</tr>
<tr>
<td></td>
<td>653</td>
</tr>
<tr>
<td><em>see also</em> Depth resolution</td>
<td></td>
</tr>
<tr>
<td>Snow</td>
<td>439</td>
</tr>
<tr>
<td>Soil</td>
<td></td>
</tr>
<tr>
<td>contamination</td>
<td>465</td>
</tr>
<tr>
<td>erosion</td>
<td>467</td>
</tr>
<tr>
<td>textual class</td>
<td>89</td>
</tr>
<tr>
<td>Spiral</td>
<td>155</td>
</tr>
<tr>
<td><em>see also</em> Antenna</td>
<td></td>
</tr>
<tr>
<td>S-plane</td>
<td>251</td>
</tr>
<tr>
<td>Spectral</td>
<td>265</td>
</tr>
<tr>
<td>analysis</td>
<td>261</td>
</tr>
<tr>
<td>estimation</td>
<td>262</td>
</tr>
<tr>
<td>Spectrogram</td>
<td>260</td>
</tr>
<tr>
<td><strong>Index terms</strong></td>
<td><strong>Links</strong></td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Spreading loss</td>
<td>18</td>
</tr>
<tr>
<td>Stationary function</td>
<td>251</td>
</tr>
<tr>
<td>Step-frequency radar</td>
<td>386</td>
</tr>
<tr>
<td>Stochastic signal</td>
<td>251</td>
</tr>
<tr>
<td>Surface characteristics</td>
<td>663</td>
</tr>
<tr>
<td>Survey methods</td>
<td>696</td>
</tr>
<tr>
<td>Synthetic aperture</td>
<td>237</td>
</tr>
<tr>
<td>processing</td>
<td>293</td>
</tr>
</tbody>
</table>

**T**

<table>
<thead>
<tr>
<th>Term</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tan\delta$</td>
<td>79</td>
</tr>
<tr>
<td>Target</td>
<td></td>
</tr>
<tr>
<td>characteristics</td>
<td>699</td>
</tr>
<tr>
<td>resonance</td>
<td>264</td>
</tr>
<tr>
<td>Time varying gain</td>
<td></td>
</tr>
<tr>
<td>Timing</td>
<td></td>
</tr>
<tr>
<td>dual ramp</td>
<td>207</td>
</tr>
<tr>
<td>stability</td>
<td>208</td>
</tr>
<tr>
<td>Transmission loss</td>
<td></td>
</tr>
<tr>
<td>Tunnel</td>
<td>412</td>
</tr>
</tbody>
</table>

**U**

<table>
<thead>
<tr>
<th>Term</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultra-wideband signals</td>
<td>187</td>
</tr>
<tr>
<td>United Nations</td>
<td>504</td>
</tr>
<tr>
<td>Utilities</td>
<td></td>
</tr>
<tr>
<td>array based mapping</td>
<td>634</td>
</tr>
<tr>
<td>case histories</td>
<td>636</td>
</tr>
</tbody>
</table>

*see also* Pipes
### Index terms

<table>
<thead>
<tr>
<th>V</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity of propagation</td>
<td>24</td>
</tr>
<tr>
<td>Voltage controlled oscillator (VCO)</td>
<td>213</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>W</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>21</td>
</tr>
<tr>
<td>Wavelet transform</td>
<td>259</td>
</tr>
<tr>
<td>Wave number</td>
<td>77</td>
</tr>
<tr>
<td>Weighting coefficient</td>
<td>258</td>
</tr>
<tr>
<td>Wiener filter</td>
<td>256</td>
</tr>
<tr>
<td>Wigner distribution</td>
<td>261</td>
</tr>
<tr>
<td>Window</td>
<td>267</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Z</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero offset</td>
<td>252</td>
</tr>
</tbody>
</table>